1. Introduction

Development of piston combustion engines is currently determined to a large extent by actions aimed at limiting environmental impacts of their usage. This direction of research makes fulfillment of future requirements on emission of harmful compounds in exhaust gases as well as fuel consumption a necessity. Introduction of electronically controlled high pressure injection systems enabled fulfillment of existing legal requirements and improvement of algorithms controlling these systems will enable further decrease of negative impact on the natural environment. It is therefore an important research problem to develop suitable (optimal) algorithms for controlling engine operation under variable conditions of usage taking into account basic engine control parameters, such as [12, 15, 19]:
- rotational speed,
- fuel amount, divided and injection pressure,
- injection timing,
- exhaust gas recirculation factor.

In the case of compressor supercharged engines the control algorithms may also take additional parameters on input, such as [12, 21]:
- pressure of load in the intake manifold,
- temperature of load in the intake manifold.

The standard procedure in order to define the engine control algorithm includes experimental studies upon which so called discrete control maps are determined. Having been input to the controller, for given ranges of rotational speed and load these maps define the values of other control parameters and correction coefficients for transient states [17]. Such approach though leaves a possibility to apply more precise control based on continuous dependencies, i.e. without averaging experimental results for ranges of rotational speed value and range of load value given a priori. Such task had already been accomplished by the authors in papers [6, 13] among others. In the context of implementing control accounting for emission of harmful compounds identification of engine exhaust gases toxicity under conditions of variable load for arbitrary technically admissible
values of control parameters is a basic element in designing suitable algorithms.

Similar problems related to searching for continuous approximations of emission were treated among others in papers [7, 8, 9, 10, 11, 16, 20]. In [9] the authors used a neural network of a simple architecture for modeling emissions of particulate matter, presenting the results as an approximating surface for selected ranges of values of rotational speed and torque. Smoke level modeling using neural networks was also dealt with by the authors of [10], mapping the smoke levels in particular modes of the ECE-R49 test. Neural networks for prediction of emission of exhaust gases from diesel-powered engine, biodiesel and blends of both fuels was proposed in [7]. However, experimental studies were carried out only for one selected point corresponding to engine operation at full load at a speed of 1400 rpm, which were then used both in the learning process and verification of the neural network. The authors used the neural network to determine the emission for blends of diesel and biodiesel varying in percentage. Similar problem was considered in [8], doing research for maximum load at different rotational speeds. In turn, in the paper [16] emission from the engine using neural networks depending on the compression ratio, the percentage of biodiesel and injection timing was modeled. Presented results were limited only to the conditions corresponding to full load. In [20], the last one of the previously mentioned works, the neural network was applied to modeling torque, fuel consumption and emission of exhaust gases of compression ignition engine fueled doubly by diesel and CNG. Data for network training were obtained only under conditions of maximum load at a given rotational speed. The problem of modeling emission using artificial neural networks was also the subject of paper [11], again only under conditions of maximum load at a given rotational speed. A common feature indicated by the authors of cited works is the conclusion that neural networks reproduce with sufficient accuracy the emission of harmful compounds in exhaust gases thus providing an alternative to full, time-consuming experimental studies.

The paper presents an own method of identifying the dependency between emission and values of particular control parameters as well as a way of generalizing them using artificial neural networks. In this extent the present work comes as a supplement and expansion upon concepts described in [18].

2. Summary of identification experiments

Identification experiments searching for dependency between emission of nitrogen oxides, carbohydrates, carbon oxide and exhaust gases smoke level was performed depending on: rotational speed, fuel amount, exhaust gas recirculation factor and ignition timing, whereas varying the three latter parameters required alteration of engine controller software which was done using the INCA V6.2 software and a reprogramming device ECU - ETAS ES590. The range of identification experiments carried out is shown in fig. 1.

It should be underlined here that in the entire range of realized experiments shown in fig. 1 the fuel amount was supplied divided into a constant initial amount independent of the point of engine operation and a variable main amount. For the standard algorithm of controlling injection amounts in the tested engine contains different strategies of injection sequence depending on the point of engine operation. This renders unambiguous identification of emission of nitrogen oxides, carbohydrates, carbon

Research was conducted on a dynamic engine test stand consisting of the following devices:
- dynamometric brake of AVL Dynoexect APA 202 type,
- control system AVL PUMA OPEN 1.3,
- stand control panel AVL EMCON 400.

Emission of harmful components of the exhaust gases was registered using an AVL CEB 200 set of analyzers equipped with CLD, HFID and NDIR analyzer modules and to measure smoke level of exhaust gases a filtration opacimeter of AVL 415S was used.

Realization of set forth identification experiments required varying standard engine operation parameters. Within the present work identification of emission of nitrogen oxides, carbohydrates, carbon oxide and exhaust gases smoke level was performed depending on: rotational speed, fuel amount, exhaust gas recirculation factor and ignition timing, whereas varying the three latter parameters required alteration of engine controller software which was done using the INCA V6.2 software and a reprogramming device ECU - ETAS ES590. The range of identification experiments carried out is shown in fig. 1.

It should be underlined here that in the entire range of realized experiments shown in fig. 1 the fuel amount was supplied divided into a constant initial amount independent of the point of engine operation and a variable main amount. For the standard algorithm of controlling injection amounts in the tested engine contains different strategies of injection sequence depending on the point of engine operation. This renders unambiguous identification of emission of nitrogen oxides, carbohydrates, carbon

<table>
<thead>
<tr>
<th>Engine</th>
<th>CI engine supercharged by a turbo compressor with direct injection equipped with an electronically controlled Common Rail system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layout of cylinders</td>
<td>4 in line</td>
</tr>
<tr>
<td>Number of valves per cylinder</td>
<td>4</td>
</tr>
<tr>
<td>Bore</td>
<td>69.6 mm</td>
</tr>
<tr>
<td>Stroke</td>
<td>82 mm</td>
</tr>
<tr>
<td>Total displacement</td>
<td>1248 cm³</td>
</tr>
<tr>
<td>Compression ratio</td>
<td>16.8</td>
</tr>
<tr>
<td>Maximum power</td>
<td>55.2 kW / 4000 rpm</td>
</tr>
<tr>
<td>Maximum torque</td>
<td>190 N·m / 1500 rpm</td>
</tr>
</tbody>
</table>

Tab. 1. Technical details of the engine

Fig. 1. Plot of the range of identification experiments
oxide and smoke level of the exhaust gases depending on the engine control parameters impossible.

The next stage of identification work encompassed generalization of results of engine tests for arbitrary technically admissible values of control parameters. Realization of this stage required formulating an appropriate approximation task of a multivariate function. Two approaches are possible here:

- approximation for a form of approximation function given a priori whose coefficients are determined by means of the least squares method,
- approximation by means of feedforward artificial neural networks with radial or sigmoidal neuron activation functions.

The first of the mentioned approximation methods was used among others in the paper [1] assuming a polynomial of the form:

$$F^*(x) = \sum_{i=0}^{n} a_i x_1^i \cdots x_d^i$$

where:

- $$a_i$$ are polynomial coefficients,
- $$x_1, \ldots, x_d$$ - integer and non-negative maximum powers of corresponding elements of the vector $$x$$ of control parameters.

The polynomial (1) on applying larger exponents enables obtaining a very good fit to test results. Its disadvantage however lies in the strongly local character of the fit and consequently weak generalization properties outside of the closest neighbourhood of the approximation nodes. Therefore in the papers [12, 13] approximations of the results of toxicity tests were realized using power functions,

$$F^*(x) = a_0 x_1^{a_1} \cdots x_d^{a_d}$$

where $$a_0, a_1, \ldots, a_d$$ are coefficients with real values.

These functions, although worse fitting at approximation nodes than polynomials, ensure acceptable generalization properties. Modifications of power functions of the form (2) were also used, e.g. in [2] introduction of a constant term was proposed in order to ensure non-negativity of the function on the entire domain of arguments:

$$F^*(x) = a_0 x_1^{a_1} \cdots x_d^{a_d} + a_{d+1}$$

The second of the abovementioned methods using the means of artificial intelligence does not require giving a priori the form of the approximation function. This is the path chosen for the present work.

3. Approximation using feedforward artificial neural networks

For generalizing of the results of identification experiments feedforward artificial neural networks may be used with an architecture featuring so called hidden layer or layers. Authors have already in their earlier papers [3, 4, 5, 6] employed artificial neural networks in the approximation task of experimental results of emissions with an activation function on one or multiple neurons in the output layer. In emission approximation tasks it means that on the output of the network there appeared a single signal (when the network served to approximate the emission of one component of the exhaust gases) or multiple signals in leveraging a single neural network to approximate the emission of all components analyzed. Summary of approximation errors presented e.g. in [4], including their comparison to approximation errors when using power functions [2, 3], confirms their usefulness in approximation tasks of emission of harmful compounds in exhaust gases. Therefore in the present paper artificial neural networks with a sigmoidal neuron activation function in unipolar form has been used to generalize the results of identification:

$$f(w'z) = \left[1 + e^{-w'z}\right]^{-1}$$

where:
- $$w$$ - vector of weights on neuron’s input connections,
- $$z$$ - vector of input signals to the neuron.

Assuming a single neuron in the output layer the value of the output signal for a last hidden layer of $$k$$ elements is calculated as:

$$F^*(x) = f\left(\sum_{j=1}^{n} w_j z_j\right)$$

Network learning, which consists in modifying the weights of individual connections between the neurons forming the network, was performed until the mean relative error for the entire training set has reached at least the expected value. For generalization of the results of identification experiments using four networks with general architecture as in fig. 2 was proposed.

The networks proposed in the current paper have four vari-
As the result of the described scheme of action for each compound the minimal network architecture was found enabling approximation of emission, in each case requiring two hidden layers, albeit with different numbers of neurons in particular layers. Summary of information about the resultant architectures of the neural networks and values of coefficients used for evaluation of approximation and prediction errors are presented in table 2.

Figure 3 shows a comparison of smoke levels and emissions of the compounds concerned obtained as the responses of artificial neural networks ($F^*$) for control parameters constituting input signals from the training and verifying sets related to the values observed experimentally ($F$).

The values of resulting approximation and prediction errors presented in Table 2 confirm effectiveness of the proposed method of generalizing identification experiments in the domain of mapping toxicity and smoke level of exhaust gases. Mean relative errors of both the approximation of data from the training set and the prediction in the case of the verifying set do not exceed 10%.

| Tab. 2. Architecture of neural networks and values of coefficients used for evaluation of approximation error in the training set and prediction of error in the set used for the verification process |
|-----------------+--------------+--------------+--------------+--------------|
| Architecture    | CO           | HC           | NOx          | D            |
| The number of neurons in the first hidden layer | 7 | 5 | 4 | 9 |
| The number of neurons in the second hidden layer | 5 | 4 | 3 | 9 |
| Evaluation of approximation error (training set) | | | | |
| Average relative percentage error | 8.48 | 8.98 | 8 | 9.85 |
| Median of average relative percentage error | 5.82 | 6.71 | 6.50 | 6.56 |
| Coefficient of determination | 0.979 | 0.976 | 0.986 | 0.991 |
| Evaluation of approximation error (verifying set) | | | | |
| Average relative percentage error | 9.82 | 9.55 | 6.79 | 7.92 |
| Median of average relative percentage error | 7.24 | 7.33 | 6.86 | 6.00 |
| Coefficient of determination | 0.983 | 0.983 | 0.972 | 0.97 |

Fig. 3. A comparison of emissions of the compounds concerned and smoke levels obtained as the responses of artificial neural networks ($F^*$) related to the values observed experimentally ($F$)
4. Conclusion

The identification procedure presented in the current work is one of the stages in designing algorithms for controlling the control parameters in order to limit smoke level and emission of harmful compounds in exhaust gases. The obtained surfaces presenting the approximated values of the results of experimental research of smoke levels and emission of harmful compounds for two selected rotational speeds and two values of load are shown in fig. 4 and 5. Markers visible on the surfaces present the discrete values obtained in the course of identification experiments.

Fig. 4. Surfaces approximating smoke level and emission of harmful compounds in exhaust gases determined by using artificial neural networks for rotational speed 2500 rpm and load 0.25 $M_{\text{max}}$

Fig. 5. Surfaces approximating smoke level and emission of harmful compounds in exhaust gases determined by using artificial neural networks for rotational speed 3500 rpm and load 0.5 $M_{\text{max}}$
The target realization of the task of emission control simultaneously ensuring sustainment of traction parameters requires additionally formulating a model of the working cycle and solving an optimization task by means of appropriate choice of values of control parameters. Methodology of the action is schemed in fig. 6.

It is worth noting that in the presented scheme of action the approximation task would be formulated also in relation to the parameters of a theoretical-empirical model of a working cycle of a CI engine. Authors plan to employ artificial intelligence methods in this case to realize it as well.

---

**Fig. 6. Scheme of methodology of action aimed at formulating and solving the task of emission control**

---
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