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Abstract

An advanced milling machine multi-sensor measurement system as a condition monitoring tool was presented. It was assumed that the data collected from the 3-axis force and torque sensor can be used as a new approach and an alternative to the typical vibration signal based health monitoring and remaining useful life prediction (RUL), when integrated with machine learning techniques that are regarded as a powerful solution. Measurement system integration with the proposed signal processing method based on decision trees with different types and levels of wavelets for the cutter reliability decision-making process was presented together with proving their ability to trace the tool condition accurately. Prediction errors achieved with the use of different signal sources and data processing methods were presented and compared.
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1. Introduction

Innovative technological machines are constructed as advanced mechatronic systems facing extremely high demands with respect to their performance, reliability and product quality. In both, their construction and operation, the problem of maximum productivity, where several factors such as efficiency, production costs or resources and energy consumption must be taken into account, is important too, all in the context of sustainable manufacturing requirements [21, 32]. Machine tools together with other technological machines used in production systems of high technology industry form complex systems functioning as Industry 4.0 elements. Such terms as Industrial Internet of Things (IIoT) or Machine to Machine Communication (M2M) do not only describe the current industrial revolution but they also characterize any modern machine tool. According to the paradigm of the fourth industrial revolution complemented by the mentioned high demands in quality and reliability, machine tools are equipped with several sensors, diagnostic and monitoring systems.

The measuring methods of machine tool key elements wear are classified as direct (intermittent, offline) and indirect [28, 45, 49]. For example, tool wear is measured based on various sensor signals containing cutting force, torque, vibration, acoustic emission, sound, surface roughness, temperature, displacement or spindle power. The features of the signals correlating to the tool wear are captured to monitor tool condition and to do this, a mass of signal processing methods were used, such as time series modeling, Fast Fourier Transform and time–frequency analysis, the amount of data gathered and calculation involved in corresponding parameters with tool wear is enormous. According to the detailed analysis presented in [49], up to now, many types of sensors and signal processing techniques are used in machine tool and especially in cutting tool condition monitoring and RUL prediction. However, most of these sensors are wired, mounted inconveniently on the machine during the machining operations, and the prognostic information is not easy to be integrated into the manufacturing system [28, 31, 45, 49]. One of the problems is huge amount of data gathered. As a result, we face two types of research challenges concerning machine tools systems which are actually strongly interconnected. First of all, we force the problems related to their adequate measurement techniques for service life, health monitoring and reliability, especially with respect to predicting future states in order to enable the inference and implementation of executive activities in terms of failure–preventing servicing [24]. In addition, potential new solutions according to digital era requirements have to go beyond typical tool wear monitoring methods in real-time by tracking for example force model coefficients during the cutting process [30, 32]. On the other hand, diagnostic or maintenance systems require an operator to make reliable predictions and decisions under uncertainty. All these

E-mail addresses: E. Kozłowski - e.kozlovski@pollub.pl, K. Antosz - katarzyna.antosz@prz.edu.pl, D. Mazurkiewicz - d.mazurkiewicz@pollub.pl, J. Sęp - jsztmiop@prz.edu.pl, T. Żabiński - tomy@prz.edu.pl

This is an open access article under the CC BY license (https://creativecommons.org/licenses/by/4.0/)

Indexed by:
aspects create the so called information overload problem, which can be solved with the use of data mining and existing data reduction techniques. Unfortunately, in complex production systems machinery operating under diverse conditions requires more advanced measurement and data processing approaches. As it was pointed by Zhao et al. [50], as a key component in modern manufacturing system, machine health monitoring has fully embraced the big data revolution. In order to extract useful knowledge, to create information industry based on it and, finally, to make appropriate decisions from the big data, machine learning techniques were regarded as a powerful solution. Machine learning has a potential for improving products and processes, enabling successful predictions using past experience, data and information. It encompasses several algorithms and tools used for a vast array of different data processing tasks [6, 40]. However, as mentioned by Ahamad et al. [1], the Big Data analytics require innovative tools that address the challenges faced by data volume, variety and velocity. Especially, when data fusion - integration of data and knowledge from several sources is necessary to be taken into consideration [23, 48]. These techniques may act as an effective bridge connecting advanced machinery sensors systems, big data and intelligent machine health monitoring systems. On one hand, it requires monitoring systems equipped with adequate sensors in order to collect the data. On the other hand, the transition from raw industrial big data to knowledge-based executive actions without any human action also requires the development of new analytical tools. This means another need of new expert and intelligent systems. For the purpose of mechanized systems development, studies must be conducted particularly on the monitoring systems construction, and further the development of the integrated analytical solutions for intelligent modules that take advantage of a data analysis and intelligent decision support tools in order to predict and prevent a potential failure of machines or their crucial elements [24]. Machine tools are considered as a representative example of such studies needs and their real-world applications. For example, the new methods enable early prediction of the machine tool remaining useful life, its current condition classification, or both of them simultaneously.

For this purpose, numerous research works have been carried out providing new knowledge, although not without several weaknesses that should be solved. Condition monitoring techniques such as temperature, vibration or acoustic signal analysis, play an important role as indicators of a developmental failure, and have a wide range of different applications for the purpose of fault diagnosis. These different applications in technological machines such as machine tools or in any other mechanical systems, allow to compare the proposed methods and achieved results. Vamsi et al. [43] simulated the non-stationary load profile acting on a wind turbine. The vibration, acoustic signal and lubricating oil signals were simultaneously acquired. The raw signals were preprocessed using a wavelet-based feature extraction technique. Next, the efficiency of each of these condition monitoring techniques under stationary or non-stationary loads were compared by using Support Vector Machine (SVM) as the classification technique. A decision tree algorithm was used to identify among the extracted features the dominant one (which was a standard error). SVM was used to classify the features among the fault levels. The main purpose of these investigations was to verify diagnostic capabilities of vibration signal analysis, compared to other techniques in the fault detection of a gear tooth root crack and a gear tooth chip. The authors [2] did not go beyond the standard diagnostic. The RUL prediction with the use of the collected data and modelling techniques as a decision support tool, unfortunately were not taken into consideration. The remaining useful life prediction via the combined use of the SVM in order to construct a classifier for the cutter condition assessment, investigation of the effect of an acoustic signal correlation displacement length on the diagnostic error and the number of support vectors, and, finally, the development of the RUL prediction method. Several different advances in modelling of metal machining processes were also analysed in details by Arrozola et al. [2], as a result of a significant progress in developing industry-driven predictive models. The authors claim that the operation-level predictive models still need to be developed, especially for direct, industrial applications. As a part of a similar research project, mechanics of the milling system with serrated end-mills were studied by Pelayo et al [34], using force and surface topography models. A stationary milling force model was developed to predict the resulting machined surfaces. The authors point that the available cutting tools in standard catalogues are not homogeneous from one seller to another. Large differences are seen on the tool’s features suggesting that there is not a unified criterion. It requires more effective measurement systems but also more universal analytical tools. The spindle bearing system as one of the most important parts of a machine tool was the subject of dynamic modelling by Xi et al. [47]. Based on the developed spindle bearing system model, the dynamic response of the system with different cutters and under different cutting conditions was simulated and compared with the experiment measured results. The presented results show that the simulated responses are in accordance with the experiment measured responses. However, they were achieved only in the laboratory conditions that do not directly reflect actual industrial production. According to [22], when avoiding chatter and improving machining efficiency and accuracy, the machining process analysis is extremely important. This type of analysis is essential in order to enable high productivity without sacrificing surface quality and inducting significant surface errors. Its exact implementation depends on the dynamics modelling with a reliable requirement of the system’s dynamic parameters. With regard to this, a novel model testing strategy was proposed for obtaining the system’s dynamic parameters. A triaxial acceleration sensor was used there and the related parameter processing techniques were proposed. Unfortunately, for validation, only two cutters with different diameters were employed in the experiments what makes the achieved results very limited.

As proved by Bousdekis et al. [4], the emergence of Industry 4.0 led to a wide use of sensors which facilitate manufacturing operations. Machining technology is one of the core examples. Predictive maintenance has significantly benefited from these technological advancements with the use of real-time detection and prediction algorithms regarding future failures. For the last few years, there has been an increasing interest on the decision making algorithms triggered by failure predictions, especially in production engineering. From the presented above state-of-the-art analysis we can make a similar conclusion as in [16], i.e.: machining accuracy, the machining process analysis is something non-existent. During machining operations, these vibrations are directly linked to the problems in systems having rotating or reciprocating parts, such as bearings, engines, gear boxes, shafts, turbines and motors. The vibration analysis has proved to be a measure for any cause of inaccuracy in manufacturing processes and components, or any maintenance decisions related to the machine. However, we should remember that a vibration signal analysis, on which most researchers are focused, is not the only one existing condition monitoring technique. Technological machines and machine tools as their typical example are equipped with several different sensors. The data gathered with them could be alternatively used in effective structural health monitoring. These aspects should be additionally discussed from the perspective of the internet of things-based intelligent decision support systems need [17], as a tool for data processing in manufacturing. With regard to the above presented research gaps and research challenges related to them, contributions of this work are twofold. An advanced milling machine multi-sensor system as a condition monitoring tool was presented. Its integration with the proposed signal processing method based on decision trees
with different types and levels of wavelets for the cutter reliability decision-making process was presented as well. The assumed indicators of achieving the research goal are: low calculation time and data processing complexity, a universal analytical tool, data gathered directly reflecting typical industrial production, and finally a high accuracy model to assess the condition of the cutter state in real-time.

The research presented in the article is based on the cooperation of the authors with the aviation industry, in which providing the quality of the manufactured components, including aircraft engine components, is a critical factor due to a potential threat to the lives of the aircraft passengers that is connected to this issue. In turn, the final and inter-process quality control introduces significant costs. What’s more, it doesn’t provide a full guarantee of the quality that, in many cases, could be only obtained by carrying out destructive tests. Therefore, it is purposeful to perform the works that will enable the development of the methods which increase the effectiveness of a technological process supervision, even at the expense of installing additional sensors, including the construction of machining handle instruments with the built-in sensors of e.g. force and torque. Component machining, including large components, always requires the use of appropriate instruments which position and hold the machining component to the machine tool workstation. The aviation industry is open to designing the instruments in a way to allow for installing in them appropriate sensors as soon as it is possible to achieve the benefits mentioned above.

The aim of the research covered in this article is to develop an effective and dedicated measurement system for monitoring critical machining procedures implemented in the aviation industry with the use of a single type tool. The proposed solution allows to achieve high efficiency for a particular machining procedure with the limited solution generality. The article consists of the introduction, followed by a chapter describing the experimental setup and data processing with the use of the selected techniques. Finally, prediction errors achieved with the use of different signal sources and data processing methods were presented and compared.

2. Experimental evaluation

In the first phase of the research presented, an advanced milling machine multi-sensor system was designed and constructed. It was assumed that the data had to be collected from different signal sources for the purpose of health monitoring and later on for the RUL prediction. The system should not only be universal from the research perspective but should also conform to the industrial conditions. For the wide analytical purposes a typical industrial milling machine working in real industrial conditions was equipped with such sensors as (Fig. 1): accelerometers collecting signals from the lower spindle bearing, upper spindle bearing, Z axis, upper motor bearing and lower motor bearing; an acoustic emission sensor, 3-axis force and torque sensor, spindle velocity and spindle load sensor.

The data collected with the use of this milling machine and multi-sensor condition monitoring system were used for the previously presented research results [24, 25]. Their aim was to apply vibration and acoustic signals analysis in health monitoring, cutter state classification or its remaining useful life prediction. For the purpose of the presented in the this article sensor system and signal processing integration for cutter reliability decision-making process, we have assumed that the data collected from the 3-axis force and torque sensor can be also applied. It may be used as an effective alternative to the typical vibration signal based health monitoring and the RUL prediction.

2.1. Experimental setup and data description

The main goal of the experiment was to collect the data describing the cutter state during a milling process. The state of the cutter was categorized into two classes: sharp and blunt. The experiment was carried out on an industrial Haas VM-3 CNC machine. This machine is equipped with a 12,000 RPM direct drive spindle. The rotational speed of the spindle during machining was equal to 860 rpm. A multi-component CL16 ZEPWN sensor was used for the tests. The sensor enables force measurement in the range of 10 kN and torque measurement in the range of 1 kNm. The accuracy of the sensor is 0.5, and the sensitivity is 1mV/V. The following signals were collected from the multi-component sensor: signals from the force sensor (P1x, P2y, P3z) and torque (M1x, M2y, M3z). A platform for rapid prototyping of intelligent diagnostic systems was used to collect data during milling experiments [51]. The platform includes Beckhoff industrial computer, an EtherCAT-based distributed I/O system. A hard disk of the engineering workstation was used to store the gathered data, collected in the real time with a sampling interval of 2 ms. The duration of the signal buffer stored in one file was 640 ms. During the experiments the data were collected from various real production tasks in the milling process on the machine.

2.2. Data processing

During the experiment a set of the collected data included 2172 observations. The data were gathered from the force sensor (signals: P1x, P2y, P3z) and torque (signals: M1x, M2y, M3z). These data were analysed in accordance with the methodology used to discover knowledge from the measurement database. The knowledge discovery in databases is a process of which the main task is a comprehensive data analysis, starting from the proper understanding of the problem under study, through the data preparation, execution and analysis of appropriate models, up to their evaluation. Then, the identified information is transformed into the knowledge that can be used to build decision support systems [3, 9]. In this paper the knowledge discovery process was divided into three stages: data pre-processing, data mining (processing), analysis of the results and evaluation of the created models (post-processing) (Fig. 2).

Fig. 1. Industrial CNC milling machine with a set of condition monitoring sensors [51]

Fig. 2. Data processing methodology
In the first stage, the data obtained with the use of discrete wavelet transformation (DWT) were pre-processed. Different types and levels of wavelet were used [10]. The second stage of the knowledge discovery process was data mining. According to [26], which gives an overview of the methods used at this stage, primarily the methods related to the statistical data analysis, artificial intelligence and machine learning can be applied. Generally, these methods can be divided as follow:

- classic statistical methods, which include, among others: linear regression, multiple regression, analysis of variance,
- methods based on the use of artificial intelligence, machine learning and deep learning; for example: classification trees, regression trees, random forests, artificial neural networks, genetic algorithms, evolutionary algorithms, fuzzy sets, rough sets, enhanced and fuzzy trees, support vector machines and Bayes classifiers.

The authors of the aforementioned work [26] after analysing the results obtained in many publications, point out that in the case of large data sets, the methods from the second group are the most effective and most often used for data processing. In this paper, decision trees for data processing were used. In many publications, i.e. [7, 38], this method is widely used and it is considered as one of the best data mining algorithms. The results of their application in various research areas indicate their advantages such as: easy and transparent data interpretation, the ability to identify variables importance and ability to analyse large amounts of data [39, 41].

The third stage of the knowledge discovery was the interpretation and evaluation of the developed models. Receiver Operating Characteristics (ROC) was used as a tool to help to analyse the performance and evaluation of the developed models. Receiver Operating Characteristic curves indicate their advantages such as: easy and transparent data interpretation, the ability to identify variables importance and ability to analyse large amounts of data [39, 41].

2.2.1. Discrete Wavelet Transformation (DWT)

The data gathered from the force sensor (P1x, P2y, P3z) and torque (M1x, M2y, M3z) were preprocessed with the use of the wavelet analysis. The wavelet transformation is based on wavelet functions. Wavelet functions are irregular, asymmetric and, most of all, they are not periodic. The main goal of the wavelet transformation consists in the decomposition of the tested signal into component functions. Instead of harmonics, wavelet functions are used with a different scale (scale / frequency) and position (time / space) [10, 12]. The wavelet coefficients describe the extent to which the wavelet function is with a certain scale and position is similar to the considered signal fragment. The wavelet transformation consists in determining the coefficients for wavelets of various scales and positions.

Let \( \mathbb{N} \) denote a set of natural numbers, \( \mathbb{R} \) - set of real numbers, \( \mathbb{Z} \) - set of integer numbers. Let \( \{ x_t \}_{t \in \mathbb{Z}} \) be a time series and \( \{ \psi(t) \} \) orthonogonal wavelet basis - mother wavelet and \( \{ \phi(t) \} \) denotes the scaling function (father wavelet) corresponding to wavelet \( \psi \). For any \( j \in \mathbb{Z} \) we define a sequences \( \{ \psi_{jk} \}_{k \in \mathbb{Z}} \) and \( \{ \phi_{jk} \}_{k \in \mathbb{Z}} \) as follows:

\[
\psi_{jk}(t) = \frac{1}{2^j} \psi \left( \frac{t - k}{2^j} \right) \tag{1}
\]

and

\[
\phi_{jk}(t) = \frac{1}{2^j} \phi \left( \frac{t - k}{2^j} \right) \tag{2}
\]

Then the time series we can present as:

\[
x_t = \sum_{k=-\infty}^{\infty} c_{jk} \phi_{jk}(t) + \sum_{k=-\infty}^{\infty} \sum_{i=0}^{\infty} d_{ik} \psi_{ik}(t) \tag{3}
\]

where \( c_{jk} \) is a scaling coefficient, \( d_{ik} \) is a detailed coefficient.

In many cases we perform a wavelet transformation for a time series with a finite number of observations \( \{ x_t \}_{t=-n}^{n} \). A decomposing level \( j \) meets the condition \( 1 \leq j \leq m = \max \{ s \in \mathbb{N} : 2^s \leq n \} \). To simplify, we assume that \( n = 2^j \).

From the equations (1) and (2) we can see that \( \psi_{jk}(t) \) and \( \phi_{jk}(t) \) take non-zero values on the interval \( [2^j k, 2^{j+1} k) \). From above the time series \( \{ x_t \}_{t=-n}^{n} \) we can present as follows:

\[
x_t = \sum_{k=0}^{n-1} c_{jk} \phi_{jk}(t) + \sum_{i=0}^{\infty} \sum_{k=0}^{n-1} d_{ik} \psi_{ik}(t) \tag{4}
\]

for \( 1 \leq j \leq m \). Based on the equation (4) we see that the time series \( \{ x_t \}_{t=-n}^{n} \) can be presented in different forms due to the level \( j \in \mathbb{Z} \).

According to [17], we define the time series projection operator \( \{ y_{t} \}_{t=-n}^{n} \) for the level \( j \) in the base \( \{ \phi_{jk}(t) \}_{j \in \mathbb{Z}, k \in \mathbb{Z}, j \geq 0} \) as:

\[
P^j x_t = \sum_{k=0}^{n-1} c_{jk} \phi_{jk}(t) \tag{5}
\]

More about the DWT can be found in [11, 35, 44].

2.2.2. Decision trees

Decision trees were used to develop predictive models for the processed signals. Decision trees are a family of data mining and machine learning methods that can be used for both classification and regression tasks. The classification task is performed for a variable characterized by a predetermined set of possible states or values, otherwise it is defined as a regression task. Decision trees use different algorithms. In this study, the CART (Classification and Regression Trees) algorithm was used, as presented in [5]. CART splits the observation sample for the target variable as a binary tree structure with non-intersecting subsamples called nodes, according to specific rules. The construction criteria are used to stop the tree growth and to avoid the model overfitting. These include: a minimum number of observations in the parent node, a minimum number of observations in the child node, tree depth, a cross-validation type, reaching the specified error type and others. In the case of machine learning, the standard recommendation is to use 10 fold cross-validation. The resulting model includes all target cases classified in the terminal nodes of the tree. In order to classify a given data set with the help of decision trees, the conditions should be formulated in such a way as to obtain the greatest gain of information or the smallest Gini index. Therefore, the process of selecting an attribute is based either on the Gini index or on obtaining information [13, 19]. The Gini index is a measure used to measure the frequency with which the randomly selected items would be misclassified. The Gini index is defined as follows [18, 20]:

\[
Q_G(m) = \frac{1}{s} \sum_{j=1}^{m} p_{mi} (1 - p_{mi}) = 1 - \sum_{j=1}^{m} p_{mi}^2 \tag{6}
\]

where \( p_{mi} \) is a conditional probability for \( j \)-th class in a node, \( s \) - a number of classes. In node \( m \) with \( n_{ma} \) observations the conditional probability for \( j \)-th class is equal to:

\[
p_{mi} = \frac{\# \{ y = c_j : x \in R_{mi} \}}{n_{ma}} \tag{7}
\]
2.2.3. Receiver Operating Characteristics (ROC) analysis

Receiver Operating Characteristics (ROC) indicators were used as a tool to help to determine the performance of predictive models. The ROC curve is a graph characteristic for a given classifier, showing TP (True Positives) and FP (False Positives) values on the Y and X axes. Classification errors are defined as FP (False Positives) and FN (False Negatives). They mean appropriately classifying objects from the positive to negative class and assigning cases from the negative to positive class. The values of TP, TN, FP and FN create the confusion matrix presented in Table 1.

Table 1. Confusion matrix

<table>
<thead>
<tr>
<th>Predicted classes</th>
<th>Real classes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
</tr>
<tr>
<td>Positive</td>
<td>TP (True positive)</td>
</tr>
<tr>
<td>Negative</td>
<td>FN (False negative)</td>
</tr>
</tbody>
</table>

Based on the confusion matrix (Table 1), the following assessment indicators were used to assess the quality of classification models analysing the results from most of the classifiers of machine learning [14, 29, 36, 42, 46]:

- **Accuracy (Acc)**, which is determined as the sum of TP and TN, it indicates that the results are correctly classified to all the analysed data. This indicator evaluates the prediction ability of the model:
  \[
  Acc = \frac{TP + TN}{TP + TN + FP + FN}
  \]  
  (8)

- **True Positive Rate (TPR)** is the rate that determines the fraudulent free transactions classified as fraudulent:
  \[
  TPR = \frac{TP}{TP + FN}
  \]  
  (9)

- **True Negative Rate (TNR)** is the rate that determines the fraudulent free transactions classified as legitimate:
  \[
  TNR = \frac{TN}{TN + FP}
  \]  
  (10)

- **Positive Predictive value (PPV)** is an indicator that describes the relationship between the number of true positives and the total number of positives: true positives and false positives:
  \[
  PPV = \frac{TP}{TP + FP}
  \]  
  (11)

- **Negative Predictive Value (NPV)** is an indicator that describes the relationship between the number of true negatives and the total number of negatives: true negatives and false negatives:
  \[
  NPV = \frac{TN}{TN + FN}
  \]  
  (12)

- **Prevalence (PV)** is an indicator that determines the frequency of occurrence of the distinguished class:
  \[
  PV = \frac{TP + FN}{TP + TN + FP + FN}
  \]  
  (13)

Based on the confusion matrix (Table 1), the following assessment indicators were used to assess the quality of classification models analysing the results from most of the classifiers of machine learning [14, 29, 36, 42, 46]:

- **Detection Rate (DR)** is an index that measures the ratio of true positives to the total number of predictions:
  \[
  DR = \frac{TP}{TP + TN + FP + FN}
  \]  
  (14)

- **Detection Prevalence (DPV)** is an index defined as the number of predicted positive cases divided by the total number of predictions:
  \[
  DPV = \frac{TP + FP}{TP + TN + FP + FN}
  \]  
  (15)

The ROC analysis is most often used to show how a change in the threshold value of a classifier affects its ability to classify. Using the ROC analysis, it is possible to select an optimal threshold value, also known as the cut-off point. Looking at the ROC curve only in this context, performing the ROC analysis would make sense only for a model that gives a numerical value on the output indicating the degree of belonging to the class (scoring). The ROC curve can also be used as a measure of the quality of a classifier by determining the Area under Curve (AUC) [29, 42].

3. Results and discussion

The main aim of the task was to recognize if the cutter was blunt or not, based on the observation of the signals obtained from sensors. From sensor for each signal P1x, P2y, P3z, M1x, M2y and M3z the sequence contained 320 observations was created. The sample realisation of signals are presented in Figure 3.

To analyse the relationship between the main characteristics of data and cutter state, the statistical analysis was performed. The Kruskal-Wallis test for hypothesis testing was used and the basic statistics were analysed. The Table 2 and Table 3 present the basic signal statistics for the cutter state.
The Kruskal-Wallis test to compare the mean of the received torque and force signals was used. The test results are presented in the Table 4.

Analyzing the above data, it should be noted that at the significance level $\alpha = 0.01$, it should be assumed that the values of the presented feature $x$ differ significantly. The density function and the distribution for one of the analyzed features are shown in Figure 4.

For the detail coefficients the mean $m_{ij} = \sum_{k=1}^{n} d_{lk}j$ and variance $S_{ij} = \sum_{k=1}^{n} (d_{lk}j - m_{ij})^2$ were determined. The vector of predictors was defined as:

$$w_j = \left\{ \begin{array}{l} \{ P_{xP_{yP_{z}}M_{xM_{yM_{z}}}} \} \in \mathbb{R} \end{array} \right\}_{j=0,1}$$

The set $D = \left\{ \{w_j,y_j\} \right\}_{j=0,1}^{2172}$, where $y_j \in [0,1]$, is a learning set based on which classification trees were designed. The realizations of some features in the dataset for sharp and blunt cutters differ significantly. The density function and the distribution for one of the analyzed features are shown in Figure 4.

Significance of differences between sharp and blunt cutters based on possible feature which distribution is presented on figure 4 was confirmed by Kolmogorov-Smirnov and Kruskal-Wallis tests. For Kolmogorov-Smirnov test the statistic $D$ is equal 0.7297983, for Kruskal-Wallis test the statistic $\chi^2$ is equal 935.8446284. For both tests $p$-value is to approximately 0. Hence, at the significance level of 0.01, it should be assumed that the values of the presented feature for sharp and blunt cutters differ significantly.

The following tree construction criteria were used: a classification tree (method = ‘class’) and the following parameters that control the tree designing procedure: a complexity parameter (cp = 0.005), a maximum number of observations that have to exist on the node in order to be able to attempt a split (minsplit = 7), a number of variables competing at the output (maxcompete = 10), a number of surrogate variables (maxsurrogate = 10), a method of determining which surrogate variables will be used (usesurrogate = 2), and a maximum depth.
of a tree (maxdepth = 7). A decision tree was generated for the defined parameters. In order to evaluate the quality of recognition, the following ratios were estimated: accuracy, sensitivity (True Positives Rate), specificity (True Negatives Rate), positive predictive value, precision, negative predictive value, prevalence, detection rate and detection prevalence. Additionally, 10-fold cross validation was done. For each wavelet, the number of variables used in the training set (n.var) and the number of variables used in the tree (n.used) were checked. In order to carry out the cross validation procedure, the learning set was divided into 10 portions. The classification tree was created every time based on the training set containing 9 portions. However, the accuracy was determined based on the test set containing only one portion. Each time the test set was different. For the obtained accuracy sequence the mean and standard deviation were estimated. The values of these parameters were attached to Table 5 as Acc.cv and Acc.sd respectively. The obtained results are presented in Table 5.

When analysing the results presented in Table 5, it should be noted that the first indicator (accuracy - Acc) shows that the highest value was obtained for the Daubechies 20 wavelets at level l = 4 (Acc = 0.9926). On the other hand, the lowest Acc value was obtained for the Coiflet 30 wavelet, level l = 3 (Acc = 0.9797). The results for the sensitivity (TPR) of the classifiers look similar. The ability to detect objects from the selected class is the highest for the Daubechies 20 wavelets at level l = 4 (TPR = 0.9904) and the lowest for Coiflet 30 wavelets level l = 3.

### Table 5. The values of prediction models quality indicators

<table>
<thead>
<tr>
<th>level</th>
<th>n.var</th>
<th>n.used</th>
<th>Acc</th>
<th>TPR</th>
<th>TNR</th>
<th>PPV</th>
<th>NPV</th>
<th>PV</th>
<th>DR</th>
<th>DPV</th>
<th>Acc.cv</th>
<th>Acc.sd</th>
</tr>
</thead>
<tbody>
<tr>
<td>d2</td>
<td>5</td>
<td>120</td>
<td>0.9862</td>
<td>0.9808</td>
<td>0.9903</td>
<td>0.9871</td>
<td>0.9855</td>
<td>0.4314</td>
<td>0.4231</td>
<td>0.4286</td>
<td>0.9630</td>
<td>0.0104</td>
</tr>
<tr>
<td>d4</td>
<td>5</td>
<td>120</td>
<td>0.9834</td>
<td>0.9691</td>
<td>0.9943</td>
<td>0.9923</td>
<td>0.9769</td>
<td>0.4314</td>
<td>0.4180</td>
<td>0.4213</td>
<td>0.9713</td>
<td>0.0067</td>
</tr>
<tr>
<td>d6</td>
<td>5</td>
<td>120</td>
<td>0.9843</td>
<td>0.9723</td>
<td>0.9935</td>
<td>0.9913</td>
<td>0.9792</td>
<td>0.4314</td>
<td>0.4194</td>
<td>0.4231</td>
<td>0.9722</td>
<td>0.0115</td>
</tr>
<tr>
<td>d8</td>
<td>5</td>
<td>120</td>
<td>0.9802</td>
<td>0.9616</td>
<td>0.9943</td>
<td>0.9923</td>
<td>0.9715</td>
<td>0.4314</td>
<td>0.4148</td>
<td>0.4180</td>
<td>0.9706</td>
<td>0.0090</td>
</tr>
<tr>
<td>d10</td>
<td>5</td>
<td>120</td>
<td>0.9853</td>
<td>0.9723</td>
<td>0.9951</td>
<td>0.9935</td>
<td>0.9793</td>
<td>0.4314</td>
<td>0.4194</td>
<td>0.4222</td>
<td>0.9669</td>
<td>0.0096</td>
</tr>
<tr>
<td>d12</td>
<td>4</td>
<td>168</td>
<td>0.9890</td>
<td>0.9829</td>
<td>0.9935</td>
<td>0.9914</td>
<td>0.9871</td>
<td>0.4314</td>
<td>0.4240</td>
<td>0.4277</td>
<td>0.9623</td>
<td>0.0122</td>
</tr>
<tr>
<td>d14</td>
<td>4</td>
<td>168</td>
<td>0.9848</td>
<td>0.9744</td>
<td>0.9927</td>
<td>0.9902</td>
<td>0.9808</td>
<td>0.4314</td>
<td>0.4203</td>
<td>0.4245</td>
<td>0.9645</td>
<td>0.0130</td>
</tr>
<tr>
<td>d16</td>
<td>4</td>
<td>168</td>
<td>0.9866</td>
<td>0.9829</td>
<td>0.9895</td>
<td>0.9861</td>
<td>0.9871</td>
<td>0.4314</td>
<td>0.4240</td>
<td>0.4300</td>
<td>0.9719</td>
<td>0.0100</td>
</tr>
<tr>
<td>d18</td>
<td>4</td>
<td>168</td>
<td>0.9843</td>
<td>0.9701</td>
<td>0.9935</td>
<td>0.9913</td>
<td>0.9777</td>
<td>0.4314</td>
<td>0.4185</td>
<td>0.4222</td>
<td>0.9663</td>
<td>0.0092</td>
</tr>
<tr>
<td>d20</td>
<td>4</td>
<td>168</td>
<td>0.9926</td>
<td>0.9904</td>
<td>0.9943</td>
<td>0.9925</td>
<td>0.9927</td>
<td>0.4314</td>
<td>0.4273</td>
<td>0.4305</td>
<td>0.9684</td>
<td>0.0121</td>
</tr>
<tr>
<td>la8</td>
<td>5</td>
<td>120</td>
<td>0.9804</td>
<td>0.9755</td>
<td>0.9927</td>
<td>0.9902</td>
<td>0.9816</td>
<td>0.4314</td>
<td>0.4208</td>
<td>0.4250</td>
<td>0.9768</td>
<td>0.0080</td>
</tr>
<tr>
<td>la10</td>
<td>5</td>
<td>120</td>
<td>0.9894</td>
<td>0.9808</td>
<td>0.9960</td>
<td>0.9946</td>
<td>0.9856</td>
<td>0.4314</td>
<td>0.4231</td>
<td>0.4254</td>
<td>0.9795</td>
<td>0.0100</td>
</tr>
<tr>
<td>la12</td>
<td>4</td>
<td>168</td>
<td>0.9862</td>
<td>0.9808</td>
<td>0.9903</td>
<td>0.9871</td>
<td>0.9855</td>
<td>0.4314</td>
<td>0.4231</td>
<td>0.4286</td>
<td>0.9735</td>
<td>0.0107</td>
</tr>
<tr>
<td>la14</td>
<td>4</td>
<td>168</td>
<td>0.9848</td>
<td>0.9712</td>
<td>0.9951</td>
<td>0.9934</td>
<td>0.9785</td>
<td>0.4314</td>
<td>0.4190</td>
<td>0.4217</td>
<td>0.9708</td>
<td>0.0112</td>
</tr>
<tr>
<td>la16</td>
<td>4</td>
<td>168</td>
<td>0.9843</td>
<td>0.9701</td>
<td>0.9951</td>
<td>0.9934</td>
<td>0.9777</td>
<td>0.4314</td>
<td>0.4185</td>
<td>0.4213</td>
<td>0.9677</td>
<td>0.0085</td>
</tr>
<tr>
<td>la18</td>
<td>4</td>
<td>168</td>
<td>0.9876</td>
<td>0.9808</td>
<td>0.9927</td>
<td>0.9903</td>
<td>0.9855</td>
<td>0.4314</td>
<td>0.4231</td>
<td>0.4273</td>
<td>0.9689</td>
<td>0.0126</td>
</tr>
<tr>
<td>la20</td>
<td>4</td>
<td>168</td>
<td>0.9816</td>
<td>0.9848</td>
<td>0.9943</td>
<td>0.9923</td>
<td>0.9738</td>
<td>0.4314</td>
<td>0.4162</td>
<td>0.4194</td>
<td>0.9705</td>
<td>0.0071</td>
</tr>
<tr>
<td>bl14</td>
<td>4</td>
<td>168</td>
<td>0.9857</td>
<td>0.9840</td>
<td>0.9870</td>
<td>0.9829</td>
<td>0.9878</td>
<td>0.4314</td>
<td>0.4245</td>
<td>0.4319</td>
<td>0.9747</td>
<td>0.0116</td>
</tr>
<tr>
<td>bl18</td>
<td>4</td>
<td>168</td>
<td>0.9820</td>
<td>0.9658</td>
<td>0.9943</td>
<td>0.9923</td>
<td>0.9746</td>
<td>0.4314</td>
<td>0.4167</td>
<td>0.4199</td>
<td>0.9677</td>
<td>0.0115</td>
</tr>
<tr>
<td>bl20</td>
<td>4</td>
<td>168</td>
<td>0.9871</td>
<td>0.9808</td>
<td>0.9919</td>
<td>0.9892</td>
<td>0.9855</td>
<td>0.4314</td>
<td>0.4231</td>
<td>0.4277</td>
<td>0.9658</td>
<td>0.0101</td>
</tr>
<tr>
<td>c6</td>
<td>5</td>
<td>120</td>
<td>0.9908</td>
<td>0.9840</td>
<td>0.9960</td>
<td>0.9946</td>
<td>0.9880</td>
<td>0.4314</td>
<td>0.4245</td>
<td>0.4268</td>
<td>0.9782</td>
<td>0.0096</td>
</tr>
<tr>
<td>c12</td>
<td>4</td>
<td>168</td>
<td>0.9820</td>
<td>0.9658</td>
<td>0.9943</td>
<td>0.9923</td>
<td>0.9746</td>
<td>0.4314</td>
<td>0.4167</td>
<td>0.4199</td>
<td>0.9659</td>
<td>0.0101</td>
</tr>
<tr>
<td>c18</td>
<td>4</td>
<td>168</td>
<td>0.9885</td>
<td>0.9829</td>
<td>0.9927</td>
<td>0.9903</td>
<td>0.9871</td>
<td>0.4314</td>
<td>0.4240</td>
<td>0.4282</td>
<td>0.9694</td>
<td>0.0088</td>
</tr>
<tr>
<td>c24</td>
<td>3</td>
<td>276</td>
<td>0.9834</td>
<td>0.9691</td>
<td>0.9943</td>
<td>0.9923</td>
<td>0.9769</td>
<td>0.4314</td>
<td>0.4180</td>
<td>0.4213</td>
<td>0.9650</td>
<td>0.0107</td>
</tr>
<tr>
<td>c30</td>
<td>3</td>
<td>276</td>
<td>0.9797</td>
<td>0.9594</td>
<td>0.9951</td>
<td>0.9934</td>
<td>0.9700</td>
<td>0.4314</td>
<td>0.4139</td>
<td>0.4167</td>
<td>0.9657</td>
<td>0.0076</td>
</tr>
</tbody>
</table>

Legend: 
- Prediction model with the highest Acc value
- Prediction model with the lowest Acc value
Figure 5 shows the decision tree for the wavelets with the highest value of the accuracy coefficient (Daubechies 20 wavelets for the level $l = 4$).

Analyzing Figure 5 it should be noted that with the defined 168 variables only 12 were used (Table 2) for the tree construction. The developed tree has 12 split nodes and 13 terminal nodes, and, thus, it generates 13 decision rules defining the cutter state. The ranking of the variables importance was used to build the tree in the training set for Daubechies 20 wavelets for the level $l = 4$ and presented in Figure 6. The highest values indicate the largest variable influence on the cutter state. In this case, from 168 variables used (Table 2) the most important variables are: $V_{38}$, $V_{54}$, $V_{45}$, $V_{47}$, $V_{43}$, $V_{46}$, $V_{39}$, $V_{40}$, $V_{41}$, $V_{36}$ and $V_{92}$. The importance of the variable determines the participation of the variable in the created decision tree. Importantly, the specific meaning of a variable applies only to the analysed decision tree for which it was determined.

Variables included in the decision tree nodes do not necessarily mean its high importance. It can be observed that among these most important variables, only $V_{38}$ and $V_{39}$ were included in the analysed tree out of all 12 variables (nodes) in the tree. The variables which are to be included in the tree largely depend on the set of variables and its specificity. Input fields that contain relevant information may not be included in the decision tree and, thus, the quality of the forecast will not be affected. The analysis of the importance of the variables allowed to identify those input variables that have the greatest impact on creating the decision tree, and, thus, have an impact on the condition of the cutter state.

Table 6 presents the confusion matrix for the Daubechies 20 wavelets level $l = 4$. The sharp cutter is assumed to be a negative case (N), while a blunt cutter is a positive case (P). The confusion matrix analysis shows that 16 out of 2172 analysed variants were incorrectly classified, which means that the prediction error is $\approx 0.74\%$. This value indicates a very high predictive ability of the developed classifier.

On the other hand, the highest value of the accuracy indicator ($\text{Acc.cv} = 0.9795$) after the application of a 10-fold cross-validation was obtained for the Least Asymmetric 10 wavelets for the level $l = 5$. Figure 7 shows a decision tree created for the training set for the coefficients obtained on the basis of data processing using Least Asymmetric 10 wavelets.

Analyzing Figure 7 it can be noted that with the defined 120 variables only 7 were used (Table 5) for the tree construction. The developed tree has 7 split nodes and 8 terminal nodes. It means that 8 decision rules define the cutter state. Table 7 shows the analysis results of the cutter state using a 10-fold cross-validation. In one of the analysed cases, the training set contained 1947 records, while the test set contained 225.

The analysis of the confusion matrix shows that 4 out of 225 set records analysed variants were incorrectly classified. Moreover, the lowest Acc.std value ($\text{Acc.std} = 0.0067$) (Table 2) was obtained for Daubechies 4 wavelets at level $l = 5$, which means that the changes in the Acc indicator value with the 10-fold cross-validation were the
It should be assumed that the predictive model for these wavelets is the most stable. However, the value of the accuracy indicator for this model was only Acc = 0.9834, which means the prediction error is ≈ 1.7%.

4. Conclusions

Technological machines designed for the Industry 4.0 applications, among which are also machine tools, are advanced mechatronic systems equipped with several sensors. The data gathered from them are usually used for diagnostic, monitoring and other purposes including their components remaining useful life prediction, condition classification, or both of them. Typical condition monitoring techniques (temperature, vibration or acoustic signal analysis) play an important role as data sources and indicators of a developmental failure, and having a wide range of different applications. Among them, a vibration signal analysis is usually applied as a measure for any cause of inaccuracy in manufacturing processes and components, or any maintenance decisions related to the machine. On the other hand, technological machines are equipped with several different sensors, from which the data gathered could be alternatively used in effective structural health monitoring. That is why, the aim of this article was to verify how effective appropriate data processing of such alternative signals collected from the multi-component sensor: signals from the force sensor and torques could be. All this with a strong relation to the expected solutions necessary in digital transformation, which will help to eliminate current barriers such as heterogeneous data streams that cannot be well processed to realize the automated decision support due to the lack of strong analytic capabilities. Another research challenge in this area should also be considered, that is the development of predictive data analytics techniques in order to aggregate and process the sensor data to assist in the maintenance operations or scheduling. It requires advanced information analytics for the networked machines that will finally be able to perform more efficiently and collaboratively. Vast research is conducted in this area. However, it is mainly theoretical considerations where new methods or mathematical models are usually verified only with the use of simulation data. Although there are many works investigating SHM or RUL in production engineering, they are usually limited to small and academic problems. Monitoring smart structures poses a big challenge in terms of fault or damage detection, due a huge amount of noisy data collected from many sensors on a periodic basis.

For the purpose of the presented sensor system and signal processing integration for a cutter reliability decision-making process, we assumed that the data collected from the 3-axis force and torque sensor can be also used as an alternative to a typical vibration signal based health monitoring and the RUL prediction, while integrated with machine learning techniques that are regarded as a powerful solution. An industrial milling machine multi-sensor system as a condition monitoring tool was presented. Its integration with the proposed signal processing method based on decision trees with different types and levels of wavelets for the cutter reliability decision-making process was a part of the research results discussed. In the first stage, the data gathered were pre-processed with the use of discrete wavelet transformation. The main goal of the wavelet transformation consists in the decomposition of the tested signal into component functions. Different types and levels of wavelet were used. Next, decision trees (a family of data mining and machine learning methods that can be used for both classification and regression tasks) were applied for data processing in order to develop predictive models for the processed signals. The third stage of the knowledge discovery was the interpretation and evaluation of the developed models. Receiver Operating Characteristics (ROC) was used as a tool to assess the performance of the developed predictive models. The presented confusion matrix for the classification tree designed on the coefficients obtained from wavelets Least Asymmetric 10 allowed to achieve a prediction error equal to 1.7%. On the other hand, much better results were achieved in the case of the classification tree designed with the use of Daubechies 20 wavelets. Only 16 out of 2172 analysed variants were incorrectly classified, which means that the prediction error was equal to 0.74%.

The data gathered during the same industrial production process but coming from other sensors were also analysed for classification and prediction on earlier research stages. The comparison of the results achieved before with these, presented in the current work, will allow to verify the research hypothesis i.e. is it possible to use the data collected from the 3-axis force and torque sensor as an alternative to the typical vibration signal based health monitoring and RUL prediction? In [25] the prediction was evaluated by the SVM application. Cutter condition identification was done by registering and processing vibroacoustic data, in conjunction with torque measurement using a three-axis sensor mounted in the chuck. A correlation analysis, which is related to the spectral analysis, was used to identify the parametric property of a vibroacoustic signal, but torque signals were identified as ARIMA models. This information was used to create a data set. Additionally, for the prediction based on SVM the modified kernel function as a linear combination of kernels representing the acoustic signal and torque data was used. The prediction error achieved was equal to 2.1%. In [9] SVM was applied only for the preprocessed vibroacoustic signals. In this case the achieved prediction error was equal to 2.6%. In [24] the prediction was assessed by a logistic regression application into the preprocessed vibroacoustic signals. The classification error was obtained at the level of 8.6%. The comparison of the results achieved previously and in the current analysis indicates a very high predictive ability of the analysed tree and alternative condition monitoring data source. A novel approach for a predicting tool remaining useful life was also proposed by Li et al. [27], who emphasize that most current approaches for the predicting tool RUL are based on historical failure and truncation data, while for the new types of tools or when a similar tool has just been launched, such failure and truncation data are limited or even unavailable. In order to address this problem, a novel method for the prediction of the tool RUL using limited data was proposed and, for this purpose, a time window was constructed to track the tool condition using sensor data, with its size to be dynamically adjusted according to the wear factor and increase rate. Then, a deep bidirectional long short-term memory neural network in which sequential data are predicted and smoothed by forwards and backwards directions respectively, was developed to encode temporal information and identify long-term dependencies. On this basis, multi-step ahead rolling predictions were employed to predict the tool RUL. The presented results [27] show that with this method it is possible to predict the tool RUL. However, its weakness stems from the time consuming and complicated multi-step framework of the proposed prediction algorithm. In addition, this algorithm is also quite sensitive to changes in tool working conditions. The mean absolute error of root mean square error of the method proposed by [27] were 0.1130 and 0.1592. They are much higher than prediction errors achieved in this study.

To sum up, the novelty aspect and most important achievements of the research presented in the article are:

1. It was proved with the use of real world industrial production process data that the 3-axis force and torque sensors can be considered as a data source alternative to the typical vibration signal for health monitoring and RUL prediction, while integrated with adequate pre- and post-processing methods.
2. The possible application of different types and levels of wavelets for signal processing with their efficiency analysis in industrial condition monitoring were presented and discussed.
3. Different predictive models were developed with the use of decision trees for the signals processed with various types and levels of wavelets proving their ability to accurately trace a tool condition.
4. The ROC analysis was used to identify the most stable predictive model and the model with the lowest prediction error selection method.
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5. The prediction error of the proposed method is lower than those for the previously proposed approaches evaluated, while the time necessary to achieve high accuracy predictions and analysis complexity as well as the associated cost are much lower. Limited calculation time and data processing complexity reduction are significant results of the proposed method.

In Industry 4.0 vision, data digitalization and data processing are expected to bring major changes in manufacturing in general, and the spread of novel technologies will enable a stepwise increase of productivity in manufacturing companies. From this perspective, the described milling machine multi-sensor system and the proposed data processing model may be considered as a decision-making process tool in determining cutting tools service life, extending the time of their effective use in a production process, making this way the replacement time as optimal as possible.
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