PREDICTION OF RELIABILITY – THE PITFALLS OF USING PEARSON’S CORRELATION

PROGNOZOWANIE NIEZAWODNOŚCI – PUŁAPKI ZWIĄZANE Z UŻYWANIEM WSPÓŁCZYNNIKA KORELACJI PEARSONA

Pearson’s coefficient of linear correlation $r$ is the measure of dependence which is the most popular among practitioners. In the paper we have shown, using comprehensive computer simulations, that its application is very limited when we search for informative variables that can be used for the prediction of reliability. We have shown that Kendall’s coefficient of association $\tau$ is much better for this purpose.
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Współczynnik korelacji liniowej $r$ Pearsona jest najbardziej popularną wśród praktyków miarą zależności statystycznej. W artykule na podstawie wyników wyczerpujących symulacji komputerowych pokazano, że w przypadku poszukiwania zmiennych mogących służyć do prognozowania niezawodności zakres jego stosowalności jest bardzo ograniczony. Wyniki badań symulacyjnych pokazują, że temu celowi lepiej służy współczynnik asocjacji $\tau$ Kendall’a.
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1. Introduction

Statistical regression models are widely used in the analysis of reliability data. In the recent overview paper by Elsayed [2] these methods have been indicated as the principal tools in areas such as reliability prediction and accelerated life tests. In a similar overview dedicated to the problem of warranty data analysis Wu [18] gives examples of the applications of regression methods in this area. As statistical data coming from long-lasting life tests are seldom available, many attempts have been made to build mathematical models for the prediction of reliability basing on easily observed (or measured) characteristics. For example, prediction models presented in the Military Handbook MIL-217F [15] link the most popular reliability characteristic, namely the hazard rate $\lambda$, with many factors describing the object itself, the condition of its usage, etc. These models are based on the statistical analysis of large sets of reliability data collected over years by organizations such as the U.S. Army. The mathematical models that are used for prediction purposes in MIL-217F and other similar documents are usually obtained using classical regression methods. Consider, for example, the prediction of the base hazard rate of a travelling wave tube. In the Notice 2 of the Military Handbook MIL-217F [16] the following formula is given for the calculation of the basic failure rate of such device $\lambda_0 = 11 \cdot (1.00001)^P \cdot (1.1)^F$, where $F$ is the operating frequency (in GHz), and $P$ is the rated power (in Watts). When we take logarithms of both sides of this formula we arrive at a classical linear regression model that links the basic reliability characteristic with the parameters of the considered device. The parameters of the models presented in [15] and [16] are somewhat obsolete because they were computed using data collected more than twenty years ago. However, the general formulae used in MIL-217F for the prediction purposes are still used (see, e.g., the recent papers by Lee and Lee [9] or by Thaduri et al. [14]).

The second important area of the theory and practice of reliability is accelerated life testing. The two most important classes of models used for the description of the accelerated life tests, namely the accelerated failure time models (AFT) and the proportional hazard models (PH), belong to the class of regression models (see [2] for a short overview). Regression models are also used in other areas of reliability and risk analysis. For example, Schneidewind [12] proposed a regression model for the prediction of risk in software engineering.

In order to build prediction models it is necessary to evaluate the strength of statistical dependence between the characteristic of interest and its best predictors. It is obvious that the values of good predictors should be strongly associated with the values of the characteristic of interest. In mathematical statistics many measures of statistical dependence exist, but Pearson’s coefficient of correlation $r$ is the most popular among practitioners. The reason of this stems from the fact that in nearly all popular software tools, such as spreadsheets or basic versions of statistical packages, Pearson’s coefficient of correlation $r$ is the main measure used for the evaluation of regression models.

Pearson’s coefficient of correlation $r$ (usually called simply “the correlation”) measures the strength of linear correlation between random variables. In all statistical textbooks, readers are warned against the usage of this measure of dependence when the dependence between random variables is nonlinear. For example, in the case of two random variables $X$ and $Y=X^2$ defined on the whole space of real numbers, their linear correlation coefficient will be equal to zero despite the strongest possible (deterministic) relation. In practice however, one cannot easily recognize to what extent random variables are linearly dependent, even if the type of their bivariate probability distribution is known. It is well known from the theory of mathematical statistics that such linear dependence exists when the random variables are jointly distributed according to the multivariate normal
(Gaussian) distribution. When the assumption about the multivariate normality is not fulfilled one needs to use other measures of statistical dependence, such as Kendall’s coefficient of association $\tau$ or Spearman’s coefficient of rank correlation $\rho$. Unfortunately, a general theory that explains the links between Pearson’s coefficient of correlation $r$ and nonparametric measures of dependence, such as Kendall’s $\tau$ or Spearman’s $\rho$ does not exist. Therefore, the relationship between these measures of dependence is usually investigated in particular context. For example, Xu et al. [19] consider the problem of the measurement of correlation in signal processing when measurements are described by contaminated normal models. A very interesting analysis is presented in the paper by Votěchovský [17] who considered the problem of the Monte Carlo simulation of interdependent random vectors.

Regression models can be built for practically all types of statistical data. However, their statistical properties as calculated by popular software or described in the majority of statistical textbooks are valid only for the data described by the normal distribution. When lifetime data are analyzed this assumption is fulfilled only in very few practical cases, as lifetimes are seldom distributed according to the normal distribution. The situation is even worse when we build a regression model for the prediction of the hazard rate $\lambda$. In this case, the probability distribution of the predicted variable is never distributed according to the normal distribution. Probability distributions encountered in reliability testing, such as the exponential, Weibull, gamma or log-normal distributions, are skewed, and the multivariate (bivariate in practice) normal (Gaussian) distribution should not be used for the modeling of statistical dependence between the characteristic of interest and its predictors. Therefore, there is a need to investigate the behavior of Pearson’s correlation coefficient $r$ when the underlying models of dependence are applicable in the context of reliability prediction. This is the main aim of this paper.

The paper has the following structure. In its second section we recall some basic information about the methods for measuring the dependence between random variables. The main aim of this section is to highlight important restrictions for the usage of the coefficient of linear correlation. The third section of the paper is devoted to the analysis of the relations between the values of the coefficient of linear correlation and the values of other popular measures of statistical dependence, such as Kendall’s coefficient of association or Spearman’s coefficient of rank correlation $\rho$. Approximate formulae, based on the results of extensive Monte Carlo computer simulation experiments, which link the values of $r$ with the values of other measures of dependence are presented in the fourth section.

### 2. Measuring of dependence between random variables

Let $X$ and $Y$ be random variables whose joint probability distribution is $H(x,y)$. In this paper we assume that these variables have continuous marginal distributions $F(x)$ and $G(y)$ with finite expected values $E(X)$, $E(Y)$, and variances $V(X)$, $V(Y)$, respectively. Many such distributions have been proposed over the last one hundred years. Sklar [13] published his famous theorem which says that any two-dimensional probability distribution function $H(x,y)$ with marginal distributions $F(x)$ and $G(y)$ is represented using a function $C$, called a copula, in the following way:

$$H(x,y) = C(F(x), G(y))$$  \hspace{1cm} (1)$$

for all $x,y \in \mathbb{R}$.

Any function defined on a square unit $[0,1] \times [0,1]$ and such that:

$$C(0, x) = C(x, 0) = 0,$$

$$C(1, x) = C(x, 1) = 1, x \in [0,1],$$

$$C(b, d) - C(a, d) - C(b, c) + C(a, c) \geq 0,$$

where $a, b, c, d \in [0,1]$, $a \leq b, c \leq d$ is a copula. Conversely, for any distribution functions $F$ and $G$ and any copula $C$, the function $H$ defined by (1) is a two-dimensional distribution function with marginals $F$ and $G$. Moreover, if $F$ and $G$ are continuous, then the copula $C$ is unique.

Let $u = F(x)$, and $v = G(y)$. The simplest copula, the product copula $\Pi(u,v) = uv$, describes independent random variables. All other bivariate copulas fulfill the Fréchet-Hoeffding inequalities:

$$W(u,v) = \max(u + v - 1,0) \leq C(u,v) \leq \min(u,v) = M(u,v)$$  \hspace{1cm} (2)$$

The left inequality in (2) describes the case of full negative dependence between $X$ and $Y$, and the right inequality in this formula describes the case of full positive dependence between $X$ and $Y$.

Sklar’s theorem has been generalized to the $p$-dimensional case, so it is applicable for any $p$-dimensional probability distribution. Similarly, the Fréchet-Hoeffding inequalities have been also generalized for the $p$-dimensional case. However, in this more general setting all mathematical formulae describing multidimensional probability distributions become very complicated, and thus have limited usage for practitioners. Therefore, in this paper we restrict ourselves only to the two-dimensional (bivariate) case.

The most popular measure of dependence between two random variables is based on the concept of the covariance defined for real valued random variables as:

$$\text{Cov}(X,Y) = \iint_{S_{xy}} ((x - E(X))(y - E(Y)) f(x,y) dxdy$$  \hspace{1cm} (3)$$

where $S_{xy}$ is the area for which the bivariate probability density function $f(x,y)$ is positive. When we divide the covariance by the product of the standard deviations $\sigma(X)$, and $\sigma(Y)$ of $X$ and $Y$ we arrive at the famous Pearson’s coefficient of linear correlation:

$$r(X,Y) = \frac{\text{Cov}(X,Y)}{\sigma(X)\sigma(Y)}$$  \hspace{1cm} (4)$$

described in every textbook on probability and statistics.

Let $(x_i, y_i), i = 1, \ldots, n$ be the observed sample of $n$ independent pairs of observations of the random vector $(X,Y)$. The sample version of Pearson’s coefficient of linear correlation is given by the well known formula:

$$r_{xy} = \frac{\sum_{i=1}^{n} (x_i - \overline{x})(y_i - \overline{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \overline{x})^2 \sum_{i=1}^{n} (y_i - \overline{y})^2}}$$  \hspace{1cm} (5)$$

It is a well known that $r(X,Y)$ describes only linear dependence between random variables, and thus should not be used for many bivariate probability distributions as the measure of dependence. For example, if $X$ and $Y$ are independent, then $r(X,Y) = 0$, but the converse is not true. There exist many examples of highly dependent data for whom we observe no linear correlation $r(X,Y)$ is equal or very close to zero. It has been proven that Pearson’s coefficient of correlation fully describes the dependence structure only in the case of the bivari-
normal (Gaussian) distribution. This distribution is the special case (for normal marginal distribution) of the normal copula defined as:
\[ C_X(u, v) = \Phi_X^{-1}(\Phi^{-1}(u), \Phi^{-1}(v); r) \]  
(6)

where \( \Phi_X(x, y; r) \) is the cumulative distribution function of the bivariate standard normal distribution with the correlation coefficient \( r \), and \( \Phi^{-1}(x) \) is the inverse of the cdf of the univariate standardized normal distribution (the quantile function). Pearson’s \( r \) may be also used as a measure of dependence for random variables that are jointly elliptically distributed. To this class of probability distributions belong the aforementioned multivariate Gaussian distribution, the multivariate \( t \)-distribution, and other distributions whose multivariate characteristic function can be represented as a certain quadratic form. However, even in the case of the elliptical distributions Pearson’s \( r \) has meaning only for the distributions with finite variances.

Another popular measure of dependence is Spearman’s coefficient of rank correlation. Let \( x_1 \leq x_2 \leq \ldots \leq x_n \) and \( y_1 \leq y_2 \leq \ldots \leq y_n \) be the ordered elements of \( x_1, y_1, \ldots, x_n \) and \( y_1, \ldots, y_n \) in this ordering. Spearman’s coefficient of rank correlation is the coefficient of linear correlation calculated for these ranks, and is given by the formula:
\[ \rho_{xy} = 1 - \frac{6 \sum d_i^2}{n(n^2 - 1)}, \]  
(7)

where:
\[ d_i = R_i - S_i, \quad i = 1, \ldots, n. \]  
(8)

It has been proved, see Nelsen [10], that the population version of Spearman’s \( \rho \) can be found for any copula using the following formula:
\[ \rho(X, Y) = 12 \int_{[0,1]^2} C(u, v) \, du \, dv - 3. \]  
(9)

Kendall’s rank correlation coefficient, known as Kendall’s \( \tau \), was proposed in 1938, and is based on the concept of concordant and discordant pairs of observations. A pair of vector observations \((x_i, y_i)\) and \((x_j, y_j)\) of continuous random variables \((X, Y)\) is concordant if the respective ranks of the elements of both vectors agree, i.e. either \( R_i > R_j \) and \( S_i > S_j \) or \( R_i < R_j \) and \( S_i < S_j \). Otherwise, this pair is discordant. The sample version of Kendall’s \( \tau \) is defined as:
\[ \tau_{xy} = \frac{2}{n(n-1)} \sum \text{no. of concordant pairs} - \text{no. of discordant pairs}. \]  
(10)

A convenient representation of \( \tau \) has been proposed by Genest and Rivest [7] in the following form:
\[ \tau_{xy} = \frac{4}{n(n-1)} \sum V_i - 1, \]  
(11)

where:
\[ V_i = \text{card} \{ (X_j, Y_j) : X_j < X_i, Y_j < Y_i \} / (n-1), \quad i = 1, \ldots, n. \]  
(12)

The population version of Kendall’s \( \tau \) can be found, see Nelsen [10], for any copula using the following formula:
\[ \tau(X, Y) = 4 \int_0^1 \int_0^1 C(u, v) \, dC(u, v) - 1. \]  
(13)

Many other measures of dependence exist, described for instance in the book by Nelsen [10] or in the paper by Embrechts et al. [3]. Some of these measures are called the measures of concordance. Scarsini [11] defines a measure of concordance as a real valued measure of dependence \( \kappa \) between two continuous random variables \( X \) and \( Y \) whose copula \( C \) satisfies the following properties:
1. \( \kappa \) is defined for every pair \( X, Y \) of continuous random variables.
2. \( -1 \leq \kappa_{X,Y} \leq 1, \quad \kappa_{X,Y} = 1 \) and \( \kappa_{X,Y} = -1. \)
3. \( \kappa_{X,Y} = \kappa_{Y,X}. \)
4. If \( X \) and \( Y \) are independent, then \( \kappa_{X,Y} = 0. \)
5. \( \kappa_{X,-Y} = -\kappa_{X,Y}. \)
6. If \( C \) and \( \bar{C} \) are copulas such that \( C \leq \bar{C} \), then \( \kappa_C \leq \kappa_{\bar{C}}. \)
7. If \( \{(X_{n1}, X_{n2})\} \) is a sequence of continuous random variables with copulas \( C_n \), and if \( \{C_n\} \) converges pointwise to \( C \), then \( \lim_{n \to \infty} \kappa_{C_n} = \kappa_C. \)

Spearmans \( \rho \) and Kendall’s \( \tau \) are measures of concordance (the proof can be found in the book by Nelsen [10]), but Pearson’s \( r \) is not (as it is shown in the paper by Embrechts et al. [3]). It does not fulfill the condition 2., and the range of possible values of \( \rho \) depends upon the type of marginal distributions of dependent random variables \( X \) and \( Y \). Below, we show some important properties of Pearson’s \( r \) regarding this property.

Let us consider two continuous random variables \( X \) and \( Y \) described by the probability density functions \( f(x) \) and \( g(y) \), respectively. Without loss of generalization let us assume that \( E(X) = E(Y) = E \), and \( Var(X) = Var(Y) = 1 \). Because Pearson’s \( r \) is invariant with respect to linear transformations, transforming the original random variables to the variables defined above does not change the value of \( r \) which in this case is equal to the covariance between \( X \) and \( Y \). Now, let us consider the two limiting cases defined by (2). In the case of full negative dependence random variables \( X \) and \( Y \) are linked functionally in the following way:
\[ F(x) = 1 - G(y). \]  
(14)

where \( F(x) \) and \( G(x) \) are the respective cumulative probability functions of the random variables \( X \) and \( Y \). Hence, the covariance between \( X \) and \( Y \) is given by:
\[ \text{Cov}_{neg}(X, Y) = \int_{-\infty}^{\infty} (x - E) \left( G^{-1}[1 - F(x)] - E \right) f(x) \, dx \]  
(15)

where \( G^{-1}(x) \) is the inverse (the quantile function) of \( G(x) \).

In the case of full positive dependence the link is of the form:
\[ F(x) = G(y), \]  
(16)

and a similar formula is given by:
\[ \text{Cov}_{pos}(X, Y) = \int_{-\infty}^{\infty} (x - E) \left( G^{-1}[F(x)] - E \right) f(x) \, dx \]  
(17)
The formulae (15) and (17) can be used for the calculation of the limiting values, \( r_{\text{min}} \) and \( r_{\text{max}} \) of Pearson’s \( r \). From the analysis of these formulae we can derive the following properties of Pearson’s \( r \).

**Property 1:** When the probability distributions of \( X \) and \( Y \) have the same shape, then \( r_{\text{max}} = 1 \).

**Proof:** The proof of this property is straightforward. The same shape of two probability distributions means that after appropriate transformations of scale and location we have \( F(x) = G(y) \). Hence, \( G^{-1}[F(x)] = x \) and \( \text{Cov}_{\text{pos}}(X,Y) = \text{Var}(X) \), and thus \( r(X,Y) = r_{\text{max}} = 1 \).

**Property 2:** When probability distributions of \( X \) and \( Y \) are symmetric around zero \( (E=0) \) and have the same shape, then \( r_{\text{min}} = -1 \).

**Proof:** For symmetric distributions, with \( E=0 \), we have \( G^{-1}(-x) = -G^{-1}(x) \). Thus, for distributions with the same shape we have \( G^{-1}(1-F(x)) = -G^{-1}(F(x)) = -x \). Then, we have \( \text{Cov}_{\text{neg}}(X,Y) = -\text{Var}(X) \), and thus \( r(X,Y) = r_{\text{min}} = -1 \).

**Property 3:** When at least one of the random variables has a symmetric distribution, then \( r_{\text{min}} = -r_{\text{max}} \).

**Proof:** Let \( Y \) be the random variable with a symmetric distribution, then \( G^{-1}(1-F(x)) = -G^{-1}(F(x)) \). Hence, we have \( \text{Cov}_{\text{neg}}(X,Y) = -\text{Cov}_{\text{pos}}(X,Y) \), and consequently \( r_{\text{min}} = -r_{\text{max}} \).

With the exception of cases when Properties 1 and 2 hold, the calculation of \( r_{\text{min}} \) and \( r_{\text{max}} \) is usually difficult.

**Example 1**
Consider the case when both \( X \) and \( Y \) have the same exponential distribution with \( E=1 \). Because the variance in the exponential distribution is the same as the expected value we have in the considered case \( r(X,Y) = \text{Cov}(X,Y) \). Then, the formula (15) takes the following form:

\[
r_{\text{min}} = \text{Cov}_{\text{neg}}(X,Y) = \int_0^\infty (x-1) \left( -\ln \left( 1-e^{-x} \right) \right) dx = \frac{x^2}{2} - 1 = -0.64934. \tag{18}
\]

The integral in (18) has been evaluated using symbolic and numerical calculations provided by the mathematical package Mathematica™.

**Example 2**
Consider the case when \( X \) is distributed according to the exponential distribution with \( E=1 \), and \( Y \) is uniformly distributed over the interval \([-0.5, 0.5]\). The maximal value of the \( \text{Cov}(X,Y) \) is now:

\[
\text{Cov}_{\text{pos}}(X,Y) = \int_0^\infty (x-1)(1-e^{-x}) dx = \frac{1}{4} e^{-2x} \left[ (4e^{-x} - 2)x + 1 \right] \bigg|_0^\infty = \frac{1}{4}. \tag{19}
\]

Hence, \( r_{\text{max}} = \sqrt{3}/2 = 0.866 \), and, by the Property 3, \( r_{\text{min}} = -0.866 \).

When the random variables \( X \) and \( Y \) are distributed according to the reliability distributions such as the Weibull or the Log-normal, which are so popular in theory and in practice, the calculation of the minimal or maximal values of Pearson’s \( r \) can be done only numerically or by simulations. However, the numerical integration can, in this case, be very difficult, as the integrated functions may adopt infinite values at zero. For this reason, the Monte Carlo simulations, described in the next section of this paper, seem to be a better way to find these values.

### 3. Properties of Pearson’s \( r \)

It is well known that the values of Pearson’s \( r \) depend upon the type of the marginal distributions of a bivariate random variable. In the previous section we have shown how the range of possible values of \( r \) depends upon the shape of these marginals. More questions, important from a practical point of view, could be asked. In this paper we will try to answer some of them, and namely:

a. How the values of \( r \) depend upon the type of marginal distributions in the case of distributions used in reliability practice?

b. Do the properties of \( r \) depend upon the type of dependence described by some popular copulas?

c. What is the relationship between the values of \( r \) and the values of other measures of dependence, such as Kendall’s \( \tau \) or Spearman’s \( \rho \)?

d. What is the accuracy of the estimation of different measures of dependence?

For these, and many other similar questions, the answers cannot be found using analytical methods. Therefore, we have performed extensive computer simulations and analyzed samples of different size, generated from different copulas with different marginal distributions.

We have considered four types of copulas. The first one, the normal (Gaussian) copula have been already introduced, and defined by (6). The remaining three copulas belong to the family of the Archimedean copulas defined by Genest and McKay [6] in the following way:

\[
C(u,v) = \varphi^{-1}(\varphi(u) + \varphi(v)), \tag{20}
\]

where \( \varphi^{-1} \) is a pseudo-inverse of the continuous and strictly decreasing function \( \varphi : [0,1] \rightarrow [0,\infty] \), called copula’s generator, such that \( \varphi(1) = 0 \). From this family we have taken the following three well known copulas:

a. Clayton copula (Clayton [1]), defined as:

\[
C(x,y) = \left[ F^{-\theta}(x) + G^{-\theta}(y) - 1 \right]^{1/\theta}, \quad \theta \in \{0,\infty\} \setminus \{1\}, \tag{21}
\]

b. Frank copula (Frank [4]), defined as:

\[
C(x,y) = -\frac{1}{\theta} \ln \left( 1 + \frac{e^{-\theta F(x)} - 1}{e^{-\theta G(y)} - 1} \right), \quad \theta \in \{0,\infty\} \setminus \{1\}, \tag{22}
\]

c. Gumbel copula (Gumbel [8]), defined as:

\[
C(x,y) = \exp \left[ -\left( -\ln F(x) \right)^{\theta} + \left( -\ln G(y) \right)^{\theta} \right]^{1/\theta}, \quad \theta > 0. \tag{23}
\]

One of the reasons for using these particular copulas is the relative ease of the computer simulation of samples from these copulas for the given strength of dependence defined by Kendall’s \( \tau \). For the normal
copula, popular algorithms can be used for this purpose for the simulation of samples from a classical bivariate normal distribution, and for the remaining three copulas we used a general algorithm proposed by Genest and McKay [6] for the Archimedean copulas.

For the measure of dependence in the simulated samples we use Kendall’s \( \tau \). For this measure of dependence there exist formulae that link the value of \( \tau \) with the parameters of the copulas. These links depend only on the type of copula, and because of a non-parametric character of Kendall’s \( \tau \) do not depend upon the type of marginals. For the normal (Gaussian) copula the following relation holds:

\[
\tau = \frac{\theta}{\theta + 2}.
\]  

(24)

For the chosen Archimedean copulas we have the following formulae:

a. Clayton copula

\[
\tau = \frac{\theta}{\theta + 2},
\]

(25)

b. Frank copula

\[
\tau = 1 + 4 \left( \int_0^1 \frac{1}{\theta + 2 - 1} dt - 1 \right) / \theta,
\]

(26)

c. Gumbel copula

\[
\tau = \frac{\theta}{\theta + 1}.
\]

(27)

We see that except for the case of Frank copula, when we have to solve for \( \theta \) a very complicated equation, the dependence parameter of a given copula is straightforwardly related to the value of Kendall’s \( \tau \). Such simple relationships do not exist for Spearman’s \( \rho \), so we have chosen Kendall’s \( \tau \) as the measure of dependence in the simulated samples.

In order to investigate the influence of the type of the marginal distribution on the value of Pearson’s \( r \) we considered two cases. In the first one we assumed that both variables \( X \) and \( Y \) have the same marginal distribution: normal, exponential and Weibull (with different parameters of shape \( \delta \)). In the second case, that seems to be more appropriate as regards problems of reliability prediction, we considered two cases. In the first one that seems to be more appropriate as regards problems of reliability prediction, we have assumed that the predictor \( X \) has the normal distribution, and \( Y \) is distributed according to different Weibull distributions (the exponential distribution included).

The properties of the considered statistics depend on the sample size \( n \). In our simulation experiments we considered three values of \( n \): \( n=50 \), which allow the approximation of the values of the population (theoretical) versions of the measures of dependence, \( n=100 \), which represents the case of a relatively accurate approximation of this measure, and \( n=20 \), which represents the sample size more appropriate for the analysis of reliability.

We have simulated 100000 samples in each of the simulation experiments. Therefore, the results of the experiment are very accurate, and the impact of the randomness of the Monte Carlo methodology can be neglected. The results of experiments have been summarized in respective tables. In this paper we present only few of them, showing the results only for some chosen values of Kendall’s \( \tau \). Table 1 represents the results of one of the simulation experiments where the Clayton copula with given marginals, normal \( N(0,1) \) for \( X \), and Weibull \( W(1,5) \) for \( Y \), was used as the mathematical model. In this experiment samples of \( n=100 \) elements were generated for 22 different values of \( \tau \), and for each value of \( \tau \) the relative value or \( r \) was estimated from the results of simulation. The consecutive columns of this table represent: the assumed value of Kendall’s \( \tau \), the estimated mean value of Kendall’s \( \tau \), the estimated mean value of Spearman’s \( \rho \), the estimated mean value of Pearson’s \( r \), the estimated standard deviation of Kendall’s \( \tau \), the estimated standard deviation of Spearman’s \( \rho \), and the estimated standard deviation of Pearson’s \( r \), respectively.

In Table 2 we present the results of the simulation experiment when dependence is described by the normal (Gaussian) copula. Note, that in this case the random vector \((X,Y)\) does not have a bivariate normal distribution, as its second component \((Y)\) is distributed according to the Weibull distribution with the shape parameter \( \delta=1,5 \).

### Table 1. \( X \sim N(0,1), Y \sim Weibull(1,5) \), Clayton copula, \( n=100 \)

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( \tau_{EST} )</th>
<th>( \rho_{SP} )</th>
<th>( R_{PEARS} )</th>
<th>( SIG-\tau )</th>
<th>( SIG-R_{HO} )</th>
<th>( SIG-R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,9</td>
<td>0,899987</td>
<td>0,981913</td>
<td>0,919786</td>
<td>0,015427</td>
<td>0,005713</td>
<td>0,022431</td>
</tr>
<tr>
<td>0,7</td>
<td>0,699994</td>
<td>0,868551</td>
<td>0,780478</td>
<td>0,038352</td>
<td>0,023555</td>
<td>0,043463</td>
</tr>
<tr>
<td>0,5</td>
<td>0,500009</td>
<td>0,676824</td>
<td>0,602098</td>
<td>0,054615</td>
<td>0,063348</td>
<td>0,065445</td>
</tr>
<tr>
<td>0,3</td>
<td>0,300006</td>
<td>0,430006</td>
<td>0,386769</td>
<td>0,065461</td>
<td>0,087601</td>
<td>0,085344</td>
</tr>
<tr>
<td>0,1</td>
<td>0,099822</td>
<td>0,147826</td>
<td>0,135595</td>
<td>0,0683</td>
<td>0,098778</td>
<td>0,098458</td>
</tr>
<tr>
<td>0</td>
<td>0,000009</td>
<td>0,000008</td>
<td>0,000000</td>
<td>0,067926</td>
<td>0,100639</td>
<td>0,100626</td>
</tr>
<tr>
<td>-0,1</td>
<td>-0,10004</td>
<td>-0,14776</td>
<td>-0,13675</td>
<td>0,066267</td>
<td>0,097949</td>
<td>0,098825</td>
</tr>
<tr>
<td>-0,3</td>
<td>-0,30002</td>
<td>-0,42179</td>
<td>-0,38989</td>
<td>0,061608</td>
<td>0,086718</td>
<td>0,094286</td>
</tr>
<tr>
<td>-0,5</td>
<td>-0,5</td>
<td>-0,64362</td>
<td>-0,59994</td>
<td>0,057632</td>
<td>0,072373</td>
<td>0,084198</td>
</tr>
<tr>
<td>-0,7</td>
<td>-0,69998</td>
<td>-0,81401</td>
<td>-0,76949</td>
<td>0,051404</td>
<td>0,054946</td>
<td>0,0679</td>
</tr>
<tr>
<td>-0,9</td>
<td>-0,89995</td>
<td>-0,94535</td>
<td>-0,907</td>
<td>0,03438</td>
<td>0,030933</td>
<td>0,040685</td>
</tr>
<tr>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-0,966157</td>
<td>0</td>
<td>0</td>
<td>0,008387</td>
</tr>
</tbody>
</table>

### Table 2. \( X \sim N(0,1), Y \sim Weibull(1,5), \) Normal copula, \( n=100 \)

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( \tau_{EST} )</th>
<th>( \rho_{SP} )</th>
<th>( R_{PEARS} )</th>
<th>( SIG-\tau )</th>
<th>( SIG-R_{HO} )</th>
<th>( SIG-R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,9</td>
<td>0,899992</td>
<td>0,983882</td>
<td>0,954148</td>
<td>0,012531</td>
<td>0,004014</td>
<td>0,008852</td>
</tr>
<tr>
<td>0,7</td>
<td>0,699955</td>
<td>0,876410</td>
<td>0,859881</td>
<td>0,049546</td>
<td>0,063348</td>
<td>0,065445</td>
</tr>
<tr>
<td>0,5</td>
<td>0,500009</td>
<td>0,684427</td>
<td>0,681280</td>
<td>0,057632</td>
<td>0,072373</td>
<td>0,084198</td>
</tr>
<tr>
<td>0,3</td>
<td>0,300006</td>
<td>0,433129</td>
<td>0,386769</td>
<td>0,065461</td>
<td>0,087601</td>
<td>0,085344</td>
</tr>
<tr>
<td>0,1</td>
<td>0,099836</td>
<td>0,147973</td>
<td>0,120524</td>
<td>0,061111</td>
<td>0,098637</td>
<td>0,098170</td>
</tr>
<tr>
<td>0</td>
<td>0,000009</td>
<td>0,000008</td>
<td>0,000000</td>
<td>0,067926</td>
<td>0,100639</td>
<td>0,100626</td>
</tr>
<tr>
<td>-0,1</td>
<td>-0,10005</td>
<td>-0,148130</td>
<td>-0,130423</td>
<td>0,067128</td>
<td>0,098671</td>
<td>0,098221</td>
</tr>
<tr>
<td>-0,3</td>
<td>-0,30003</td>
<td>-0,433290</td>
<td>-0,437676</td>
<td>0,061215</td>
<td>0,084050</td>
<td>0,080566</td>
</tr>
<tr>
<td>-0,5</td>
<td>-0,500011</td>
<td>-0,684503</td>
<td>-0,681312</td>
<td>0,049594</td>
<td>0,057687</td>
<td>0,051656</td>
</tr>
<tr>
<td>-0,7</td>
<td>-0,700006</td>
<td>-0,876442</td>
<td>-0,859885</td>
<td>0,032900</td>
<td>0,026783</td>
<td>0,022923</td>
</tr>
<tr>
<td>-0,9</td>
<td>-0,899994</td>
<td>-0,983882</td>
<td>-0,954148</td>
<td>0,012528</td>
<td>0,004013</td>
<td>0,008851</td>
</tr>
<tr>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-0,966157</td>
<td>0</td>
<td>0</td>
<td>0,008387</td>
</tr>
</tbody>
</table>
The comparison of the third and the fourth columns of Table 1 and Table 2 shows different relation between Kendall’s \(r\), Spearman’s \(\rho\), and Pearson’s \(r\). This reflects the influence of the type of copula. In the case of the Clayton copula the values of \(\rho\) and \(r\) are not symmetric with respect to the case of independence, where all dependence measures should have the value of zero. However, for the normal copula this symmetry is visible. The same situation is observed, but with lower intensity, for the observed standard deviations of the considered measures of dependence.

In Table 3 we present the results of simulations from the Clayton copula, but with a different, as compared to the case presented in Table 1, marginal distribution of distribution of \(Y\), namely the Weibull distribution with the shape parameter \(\delta=2,0\). The seed of the generator of random numbers was the same in all performed simulations, so it is possible to compare their results directly. The comparison of the second and the third columns of Table 1 and Table 3 shows that the average values of Kendall’s \(r\) and Spearman’s \(\rho\) are, because of non-parametric character of these statistics, exactly the same. However, the values of Pearson’s \(r\) are slightly different in the both cases. This confirms the well-known fact that the values of \(r\) depend upon the type of the marginal distributions. What seems to be important from a practical point of view is the observation that in the cases in which the marginal distributions are not very different with respect to their skewness the values of Pearson’s \(r\) are not very different.

The properties of Pearson’s \(r\) are completely different in the case presented in Table 4 where the data were generated from the Frank copula, and the marginal distribution of \(Y\) was highly skewed (the Weibull distribution with the shape parameter \(\delta=0,5\)). The behavior of Spearman’s \(\rho\) in comparison to the cases presented in Tables 1 – 3 was similar, and the differences observed could be neglected from a practical point of view. However, the behavior of Pearson’s \(r\) is completely different. First of all, the absolute minimal and maximal values of \(r\) are much smaller than 1, as is the case in the bivariate normal distribution. Therefore, they may be completely misleading when this measure of dependence will be used for the analysis of strongly dependent data.

The most important difficulty with the usage of Pearson’s \(r\) is its dependence upon the type of marginal distributions. One can ask, however, about the practical impact of the distributions used to the problem of reliability prediction on the range of possible values of Pearson’s \(r\). In order to investigate this problem we have assumed that the random variable \(X\) is distributed according to the normal distribution \(N(0,1)\), and the random variable \(Y\), which in the context of reliability prediction describes the life-time, is distributed according to different Weibull distributions, the exponential distribution included. We have searched for the minimal and maximal possible values of \(r\), defined by (15) and (17), respectively. These two values have been evaluated in the Monte Carlo experiments in which samples of 100, 500, and 1000 items each were simulated in 1000000 runs. The results of this experiment are presented in Table 6.
In this experiment one of the variables has a symmetric distribution, so according to the Property 3 the absolute values of $r_{\text{min}}$ and $r_{\text{max}}$ are the same. This has been confirmed in our experiments. Moreover, it appears from Table 6 that the range of possible values of $r$ differs from the range expected for good measures of dependence, namely $[-1,1]$ only in cases of highly skewed distributions, such as the Weibull with the parameter of shape equal or smaller than 1 or the exponential distribution. However, in the case of distributions with the increasing hazard rate the range of the possible values of $r$ is close to $[-1,1]$. This is not unexpected as with the increasing value of the parameter of shape the Weibull distribution tends to the normal distribution for whom Pearson’s $r$ is the proper measure of dependence.

The situation becomes different when both dependent random variables have skewed distributions. In Table 7 we present the results of simulation for several such distributions.

The results presented in Table 6 and Table 7 show beyond doubt that the evaluation of the strength of dependence using Pearson’s $r$ in the case of skewed distributions may be highly misleading. In extreme cases the absolute values of $r$ may be very small even in the case of very strong dependence. Therefore, in such cases, Pearson’s $r$ cannot be used for finding characteristics that can be used as good predictors of life-times. It is extremely important when observed life-times come from highly accelerated life tests (HALT). In these tests early failures of “weak” elements are frequently observed with the consequence of observing highly skewed life-time distributions.

The results of the simulation experiments have shown another unwanted property of Pearson’s $r$. The estimator of $r$ seems to be highly biased even for large sample sizes. In the Table 6 and Table 7 we see this phenomenon for the extreme values of Pearson’s $r$. However, in practice we are more interested in the analysis of this bias for smaller grades of dependence. In Table 8 we present the comparison of the estimated values of $r$ for different copulas, different marginal distributions, and different sample sizes.

4. Approximate relationships between the values of different measures of dependence

We will estimate the unknown relationship between Pearson’s $r$ and Kendall’s $\tau$ from the simulation data using a polynomial:

$$r_\tau(\tau) = \sum_{i=0}^{k} w_i \tau^i,$$  \hspace{1cm}(28)

with additional conditions $r_\tau(-1) = L$, $r_\tau(0) = 0$, and $r_\tau(1) = U$.

When we take $k=6$ after some simple algebra we obtain the following regression equation:

$$r_\tau(\tau) = \sum_{i=0}^{4} a_i f_i(\tau),$$  \hspace{1cm}(29)

where $a0=1,$ and:

$$f_0(\tau) = \tau^3 \left(2/\tau + (1-\tau/2) \right),$$  \hspace{1cm}(30)

$$f_1(\tau) = \tau (1-\tau^4),$$  \hspace{1cm}(31)

$$f_2(\tau) = \tau^2 (1-\tau^4),$$  \hspace{1cm}(32)

### Table 6. Minimal and maximal values of Pearson's $r$. One distribution symmetric

<table>
<thead>
<tr>
<th>Distrib. $X$</th>
<th>Distrib. $Y$</th>
<th>$n=100$</th>
<th>$n=500$</th>
<th>$n=1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>N(0,1) Weib(0,2)</td>
<td>-0.4407</td>
<td>0.4407</td>
<td>-0.3197</td>
<td>0.3298</td>
</tr>
<tr>
<td>N(0,1) Weib(0,5)</td>
<td>-0.7195</td>
<td>0.7195</td>
<td>-0.6864</td>
<td>0.6864</td>
</tr>
<tr>
<td>N(0,1) Exp</td>
<td>-0.9093</td>
<td>0.9093</td>
<td>-0.9045</td>
<td>0.9045</td>
</tr>
<tr>
<td>N(0,1) Weib(1,5)</td>
<td>-0.9662</td>
<td>0.9662</td>
<td>-0.9647</td>
<td>0.9647</td>
</tr>
<tr>
<td>N(0,1) Weib(2,0)</td>
<td>-0.9869</td>
<td>0.9869</td>
<td>-0.9863</td>
<td>0.9863</td>
</tr>
<tr>
<td>N(0,1) Weib(2,5)</td>
<td>0.9951</td>
<td>0.9951</td>
<td>-0.9949</td>
<td>0.9949</td>
</tr>
</tbody>
</table>

### Table 7. Minimal and maximal values of Pearson's $r$. Both distributions asymmetric

<table>
<thead>
<tr>
<th>Distrib. $X$</th>
<th>Distrib. $Y$</th>
<th>$n=100$</th>
<th>$n=500$</th>
<th>$n=1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weib(0,2) Weib(0,2)</td>
<td>-0.043138</td>
<td>1</td>
<td>-0.01837</td>
<td>1</td>
</tr>
<tr>
<td>Weib(0,2) Weib(0,5)</td>
<td>-0.104550</td>
<td>0.876690</td>
<td>-0.063580</td>
<td>0.804192</td>
</tr>
<tr>
<td>Weib(0,5) Exp</td>
<td>-0.430280</td>
<td>0.924765</td>
<td>-0.393422</td>
<td>0.905902</td>
</tr>
<tr>
<td>Exp Weib(1,5)</td>
<td>-0.773163</td>
<td>0.983631</td>
<td>-0.762072</td>
<td>0.982289</td>
</tr>
<tr>
<td>Exp Weib(2,0)</td>
<td>-0.830921</td>
<td>0.960043</td>
<td>-0.821939</td>
<td>0.957323</td>
</tr>
<tr>
<td>Weib(1,5) Weib(2,5)</td>
<td>-0.938714</td>
<td>0.985191</td>
<td>-0.935726</td>
<td>0.984522</td>
</tr>
</tbody>
</table>

### Table 8. Expected values of the estimator of $r$

<table>
<thead>
<tr>
<th>Copula</th>
<th>$X$</th>
<th>$Y$</th>
<th>$\tau$</th>
<th>$n=20$</th>
<th>$n=100$</th>
<th>$n=500$</th>
<th>$n=1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clayton</td>
<td>N(0,1)</td>
<td>Weib(0.5)</td>
<td>0.8</td>
<td>0.652802</td>
<td>0.55909</td>
<td>0.52084</td>
<td>0.513599</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.414688</td>
<td>0.35028</td>
<td>0.32491</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.5</td>
<td>-0.46461</td>
<td>-0.39468</td>
<td>-0.37105</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.8</td>
<td>-0.66799</td>
<td>-0.60190</td>
<td>-0.57096</td>
</tr>
<tr>
<td>Frank</td>
<td>N(0,1)</td>
<td>Weib(0.5)</td>
<td>0.8</td>
<td>0.71270</td>
<td>0.62183</td>
<td>0.58206</td>
<td>0.574378</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.50179</td>
<td>0.43408</td>
<td>0.40502</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.5</td>
<td>-0.50208</td>
<td>-0.43421</td>
<td>-0.40497</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.8</td>
<td>-0.71270</td>
<td>-0.62187</td>
<td>-0.58203</td>
</tr>
<tr>
<td>Gauss</td>
<td>Exp</td>
<td>Exp</td>
<td>0.8</td>
<td>0.93886</td>
<td>0.94148</td>
<td>0.94205</td>
<td>0.942104</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.66083</td>
<td>0.66647</td>
<td>0.66775</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.5</td>
<td>-0.53686</td>
<td>-0.50238</td>
<td>-0.49300</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.8</td>
<td>-0.69748</td>
<td>-0.63947</td>
<td>-0.62491</td>
</tr>
</tbody>
</table>
Coefficients $a_1$, $a_2$, $a_3$, and $a_4$ of (29) have been obtained for different copulas, and different marginal distributions using a standard linear regression methodology for simulated samples of $n$ elements. They are presented in Tables 10 – 12 for $n=100$, and the case of the normal N(0,1) distribution for one random variable, and the Weibull($\delta$) distribution, where $\delta$ is the shape parameter, for the second one.

The approximate relationship between Pearson’s $r$ and Kendall’s $\tau$ enables us to analyze the impact of the type of a marginal distribution on $r$. Figure 1 presents functions $r(\tau)$ for the Clayton copula when the marginal distribution of the first random variable $X$ is normal N(0,1) and the marginal of the second variable $Y$ are those represented in Table 10.

For the most skewed distribution (Weibull with the shape parameter equal to 0.5) the relationship is nearly linear. When the marginal become more symmetric this relationship becomes more non-linear, concave for the positive dependence, and convex for the negative one.

For the most skewed distribution (Weibull with the shape parameter equal to 0.5) the relationship is nearly linear. When the marginal become more symmetric this relationship becomes more non-linear, concave for the positive dependence, and convex for the negative one.

For the most skewed distribution (Weibull with the shape parameter equal to 0.5) the relationship is nearly linear. When the marginal become more symmetric this relationship becomes more non-linear, concave for the positive dependence, and convex for the negative one.

For the most skewed distribution (Weibull with the shape parameter equal to 0.5) the relationship is nearly linear. When the marginal become more symmetric this relationship becomes more non-linear, concave for the positive dependence, and convex for the negative one.

For the most skewed distribution (Weibull with the shape parameter equal to 0.5) the relationship is nearly linear. When the marginal become more symmetric this relationship becomes more non-linear, concave for the positive dependence, and convex for the negative one.
bounds on these values the variance of the measures whose values are closer to the bounds should be smaller. When we analyze the relationship between Pearson’s $r$ and Kendall’s $\tau$ we can see that for highly skewed marginal distributions the absolute values of $\tau$ are greater than the values of $r$ estimated from the same sample. Therefore, the observed variability of $\tau$ should be smaller than the observed variability of $r$. However, in the case of the more symmetric marginal distributions the values of $r$ should be greater than the values of $\tau$. Therefore, in

**Table 14. Comparison of the average values of standard deviations of $r$ and $\tau$ (n=100)**

<table>
<thead>
<tr>
<th>Copula</th>
<th>$\sigma_r$ (N(0,1) + Weibull (0,5))</th>
<th>$\sigma_r$ (N(0,1) + Weibull (2,5))</th>
<th>$\sigma_\tau$ (N(0,1) + Weibull (0,5))</th>
<th>$\sigma_\tau$ (N(0,1) + Weibull (2,5))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clayton</td>
<td>0.022642</td>
<td>0.066985</td>
<td>0.047049</td>
<td>0.061169</td>
</tr>
<tr>
<td>Frank</td>
<td>0.040049</td>
<td>0.085868</td>
<td>0.040058</td>
<td>0.051757</td>
</tr>
<tr>
<td>Gauss (normal)</td>
<td>0.041423</td>
<td>0.071539</td>
<td>0.041423</td>
<td>0.049027</td>
</tr>
<tr>
<td>Gumbel</td>
<td>0.048311</td>
<td>0.07789</td>
<td>0.048311</td>
<td>0.064361</td>
</tr>
</tbody>
</table>

...
The average value of $\sigma_1$ is in this case equal to 0.09905, and the average value of $\sigma_2$ is equal to 0.13442. Thus, the results presented in Table 5 are in the perfect agreement with our previous findings. The entire analysis presented so far shows that in the considered cases of the marginal distributions that may be used in the problems of reliability prediction non-parametric measures of dependence, such as Kendall’s $\tau$, have better properties than Pearson’s coefficient of linear correlation $r$. This is not only because of the ranges of possible values of $r$ which may be highly misleading for practitioners, but also because of observed smaller variability. However, the question about the choice of the non-parametric statistic that is used for measuring dependence remains open.

The relationship between the most popular measures of dependence, Kendall’s $\tau$ and Spearman’s $\rho$, both of which are considered in this paper, have been analyzed by many authors. Some important results, and references to other important papers, can be found in the paper by Fredricks and Nelsen [5]. The authors who considered this problem were interested more by the cases of weak and moderate dependence than in the cases of strong dependence, as they are more important in the context of the problem of reliability prediction. For example, Fredricks and Nelsen [5] proved the assertion previously formulated, in different versions, by other statisticians that Kendall’s $\tau$ will be about two-thirds of the value of Spearman’s $\rho$ when the sample size $n$ is large.

The results of our simulation experiments in which we have calculated not only the values of Kendall’s $\tau$, but the values of Spearman’s $\rho$ as well, let us analyze both measures in the whole spectrum of their possible values. In order to do so, we can use the same approximation methodology as that described in this section, and to find the approximate relationship $\rho(\tau)$. This relationship does not depend upon the types of the marginal distributions, but only on the type of the copula that describes the dependence. In Table 16 we present the coefficients in the expansion according to (29).

Similar coefficients for the expansion of $\rho(\tau)$ calculated from (35) for the Gumbel copula are presented in Table 17. The impact of the type of copula on the relationship between Spearman’s $\rho$ and Kendall’s $\tau$ is presented in Figure 7.

From Figure 7 one can see that the function $\rho(\tau)$ is nearly linear, for small and moderate absolute values of $\tau$, and slightly non-linear in the case of strong dependence. The slope of the function $\rho(\tau)$ is for small and moderate values of $\tau$ fully determined by the first coefficient $a_1$ which is very close to 1.5. This gives a numerical confirmation of the theoretical results mentioned above. Moreover, the influence of the type of dependence is visible only in the case of the Clayton copula and the negative dependence of considered random variables. Therefore, in the case of the considered four copulas the function $\rho(\tau)$ is nearly the same.

Because the values of $\rho$ are greater than the respective values of $\tau$ one can think, using the same way of inference as it has been already used in this paper, that the observed variability of $\rho$ should be smaller.
Table 18. Comparison of the average values of standard deviations of ρ and τ (n=100)

<table>
<thead>
<tr>
<th>Copula</th>
<th>σₚ</th>
<th>σₜ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clayton</td>
<td>0.047049</td>
<td>0.059035</td>
</tr>
<tr>
<td>Frank</td>
<td>0.040058</td>
<td>0.05053</td>
</tr>
<tr>
<td>Gauss (normal)</td>
<td>0.041423</td>
<td>0.05147</td>
</tr>
<tr>
<td>Gumbel</td>
<td>0.048311</td>
<td>0.060327</td>
</tr>
</tbody>
</table>

Table 19. Comparison of observed values of standard deviations of ρ and τ (same values of ρ and τ)

<table>
<thead>
<tr>
<th>ρ=τ</th>
<th>σₚ</th>
<th>σₜ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.973269</td>
<td>0.018296</td>
<td>0.017962</td>
</tr>
<tr>
<td>0.922716</td>
<td>0.035034</td>
<td>0.045827</td>
</tr>
<tr>
<td>0.850858</td>
<td>0.055372</td>
<td>0.079796</td>
</tr>
<tr>
<td>0.760888</td>
<td>0.078261</td>
<td>0.115379</td>
</tr>
<tr>
<td>0.659911</td>
<td>0.101829</td>
<td>0.149192</td>
</tr>
<tr>
<td>0.539128</td>
<td>0.123897</td>
<td>0.178623</td>
</tr>
<tr>
<td>0.412939</td>
<td>0.142671</td>
<td>0.202589</td>
</tr>
<tr>
<td>0.279648</td>
<td>0.156311</td>
<td>0.219521</td>
</tr>
<tr>
<td>0.141375</td>
<td>0.16336</td>
<td>0.228719</td>
</tr>
<tr>
<td>0.070883</td>
<td>0.163837</td>
<td>0.230153</td>
</tr>
</tbody>
</table>

5. Conclusions

Pearson’s coefficient of linear correlation \( r \) is the measure of dependence most popular among practitioners despite the fact that its weaknesses have been known for more than one hundred years. In this paper we have investigated its applicability in the case of reliability prediction. In this particular practical problem the assumptions necessary for a good behavior of Pearson’s \( r \) are obviously not fulfilled. However, it is not well known how the lack of the fulfillment of these assumptions influences the results of the analysis. Using some simple analytical methods and comprehensive computer simulations we have arrived at the following conclusions:

a) The observed values of Pearson’s \( r \) may be completely misleading in the evaluation of the strength of dependence when the dependent variables are highly skewed, as is frequently the case in the reliability context;

b) When considered distributions are not very skewed Pearson’s \( r \) can be used for the evaluation of the strength of dependence;

c) The same values of Pearson’s \( r \) may describe different levels of strength of dependence depending upon the type of dependence defined by the type of the copula that describes the dependent random variables;

d) Non-parametric measures of dependence such as Spearman’s \( \rho \) and Kendall’s \( \tau \) are better than Pearson’s \( r \) when applied to the analysis of dependence of life-times;

e) Kendall’s \( \tau \) is better than a more popular Spearman’s \( \rho \), as its variability seems to be lower.

Therefore, in searching for the most informative variables that can be used for the prediction of reliability one should use Kendall’s \( \tau \) as the measure of dependence.
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